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Q.14 of SG12 would like to thank SG9 for the liaison statements they sent us (Liaison Statement on ITU-T SG9 activity on video and multimedia quality assessment).
During the plenary meeting of SG12 in Geneva (22-30 May 2008), Q.14 achieved several interesting results concerning its study item on Non-intrusive parametric model for the assessment of performance of multimedia streaming (P.NAMS). During the discussion at this meeting, some important questions were raised as well. They are reproduced in this document below.
Call for participation
Participation is sought to the standardisation of P.NAMS. In this perspective, Q.14 wrote down a document (TD 385 GEN) requesting interested parties to announce their intentions. This document is attached to this liaison.
To help understanding well the need, the scope and detailed terms of reference of the model are given in this document.

Answers (awaited before the end of September 2008) to this call for participation will include:

· A brief description of the proposed model of piece of model,

· The list of application areas and operation modes covered by the model,

· Whether a collaboration on the development of the model is acceptable or not.

Participants will also be required to conduct subjective tests for the model assessment or perform preparatory work or statistical evaluations.
We would be glad if you could advertise this call for participation as widely as you can.
Suggested collaborative approach for bitstream model

The preferred way of SG12 for the development of P.NAMS is collaboration between all interested parties. This will be officially confirmed once all the answers to the call for participation will have been received.

Since P.NAMS and the bitstream model VQEG is thinking to work upon have several potential common aspects (in terms of inputs and outputs of the models, of the core audiovisual modelling part as well), we believe that the developments of both models should be carried on in close relationship between our groups. In order to make this relationship easier, we are requesting you to consider the approach you would like to privilege for the bitstream model. Our feeling is that we will work in a most efficient way if both models are developed under collaboration.
Model selection criteria

In a contribution from Ericsson (see COM 12 C.137, attached to this liaison), a proposal is made in order to select the best objective model in any competition (this could be also adapted to collaboration). This proposal emerged from previous and ongoing discussions, work, and experience, within ITU-T SG12 as well as within VQEG. The current work within these groups is facing the challenge of being able to evaluate objective metrics’ performance across all experiments and all statistical metrics used in the evaluation.
The contribution from Ericsson proposes a method that based on the statistical significance tests performed per experiment and per every statistical metric calculates a score for every algorithm / model. The algorithm, which exhibits the minimum score, is a possible winner.

We think not only SG12 and VQEG, but all standardisation groups involved in the development of objective models should consider this proposal when thinking at how to select the winner model.

New question in the 2009-2012 Study Period

The current Q.14/12 is a generic question dealing with all non-intrusive parametric objective measurement methods. No distinction is made in terms of type of service, the mandate of Q.14/12 concerns all non-intrusive objective models with no access to media content, whatever service is concerned (i.e. not only voice).
When considering the future activities of Q.14/12 during the next study period, it has been decided to merge the study items on voice quality with another question under SG 12 (the current Q.20/12). Furthermore, it was decided to create a specific question for multimedia and audiovisual quality as continuation of part of current Q.14/12 (provisional title: "Development of parametric models and tools for measurement of audiovisual and multimedia quality purposes").
The proposed text for this question is attached.
Concerning the design of subjective tests for P.NAMS
We are still interested by VQEG's offer to test proposals for P.NAMS and similar models in their hybrid subjective test. We understand also that VQEG are still considering the best way to proceed such tests.
At our last plenary meeting, our discussion on the mandatory outputs for P.NAMS led to no definitive conclusion. Even though everybody aggress the global audiovisual score is the most important one, and that video and audio scores are not only meant as diagnostic outputs, it is still not clear whether we will be able to consider them or not as mandatory outputs. It will in fact depend on the available subjective reference databases. Even though P.910 describes a test protocol with all three questions, this won't be necessarily this protocol that will be used.

We would like to have your opinion on this question, and start a practical collaboration between us in order to design the proper subjective test setup that could be used to validate our different models (hybrid, bitstream, P.NAMS, and also the planning model G.OMVAS under development by Q.13/12).
We would be happy to discuss these points with your groups as soon as possible. We also would like to request from VQEG the possibility to devote a time slot during their next meeting (we understand it will be next autumn, in Belgium) to discuss and build this test plan together.
Attached documents:

· Call for participation on P.NAMS (TD 385 GEN/12)
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· Contribution COM 12 C-137 on model selection criteria
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· Text of the future question
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Abstract

The current work within VQEG for developing a multimedia metric as well as within ITU-T SG12 for developing P.OLQA are facing the challenge of being able to evaluate objective metrics’ performance across all experiments and all statistical metrics used in the evaluation. 


The present contribution proposes a method that based on the statistical significance tests performed per experiment and per every statistical metric calculates a score for every algorithm / model. The algorithm, which exhibits the minimum score, is a possible winner. 

The current proposal emerged from previous and ongoing discussions, work, and experience, within ITU-T SG12 as well as within VQEG and from previous ITU-T contributions [1], [2]. 


1
Introduction


After a brief review of the procedures and statistical metrics required by the evaluation analysis of an objective metric, a ranking method per experiment and across experiments is proposed. In both cases, the ranking is based on all the statistical metrics used for the evaluation. 


The method uses the statistical significance test results in order to rank the algorithms and then based on the ranking it calculates a score for each algorithm. The score is given by the rank distance and it is used for algorithms’ ranking per experiment and then across experiments. The rank distance is defined as the distance between the rank which the algorithm has been qualified/ranked with (based on statistical significance tests) and rank 1. 


The idea of using a score represented by a defined distance is a well known method in the graphs theory in the case of searching for the minimum resistance path; the Viterbi coder (Rake receiver) is an example of applying this method.


The proposed ranking method takes into consideration both the possible weighting of the statistical metrics within an experiment as well as the weighing of the experiments within the analysis across experiments. 


For consistency, details on how the statistical metrics, their confidence intervals and the associated statistical significance tests are calculated are presented in the annex A and B included in the present contribution. It should be noted though that these are also presented in a previous ITU-T SG12 contribution [1]. 

It should be also noted that the present contribution regards the situation when several algorithms are compared. In the case in which one single algorithm is developed and therefore its performance against pre-defined minimum requirements needs to be evaluated, a slightly different procedure has to be designed. 


2
Review of the Evaluation Procedure


The proposed evaluation procedure emerged form the idea that the performance of P.OLQA is characterized by three prediction attributes:  accuracy, monotonicity and consistency. 


The statistical metrics root mean square (rms) error (usually called the prediction error) and the Pearson correlation could be used to characterize the accuracy and respectively the monotonicity of the P.OLQA model’s performance. The consistency attribute could be evaluated using the residual error distribution or the outlier ratio. It is proposed to perform the calculation of each statistical metric along with its 95% confidence intervals. Tests of statistical significance should be used for testing the differences among the performance of various models.


The statistical metrics are calculated using the P.OLQA outputs and the results from viewer subjective rating of the test speech samples. The objective model provides a score for every tested speech sample. The same tested samples get also a subjective score, which represents the average value of the scores provided by all subjects listen to the speech sample within an ACR test.


It is proposed to perform the objective quality model evaluation in several steps.  


Step 1. 


It should be ensured that test and validation databases equally cover simulated and life networks’ conditions. If only one type of databases is preponderant, either simulated or life, overtraining of the metrics and/or biasing of the metrics’ performance evaluation is possible. In addition, it should be ensured that the experiments are well balanced and therefore the subjective scale is uniformly covered. 


Step 2. 


Prior to any analysis, it is recommended to perform an inspection of the subjective and objective test data for any types of outliers (e.g. sever time clipping conditions which could generate a fairly large difference between the only listening subjective scores and the objective scores that rely on the comparison between the original and the degraded speech samples). 


Step 3. 


The monotonic rescaling of the P.OLQA data to the subjective data should be performed based on a third order polynomial monotonic mapping function, which needs to be applied to each algorithm’s output before the evaluation metrics are computed. 

Step 4. 


Depending on the type of the database, per file or per condition analysis needs to be performed. Therefore, in the case of the simulated databases, data averaging across conditions should be performed prior to the evaluation analysis. 


It should be noted that some of the experiments will contain per file analysis results, while others will contain per condition results. 


Step 5. 


The statistical metrics for P.OLQA algorithms and their confidence intervals are calculated per experiment (see annex A)   


Step 6. 


The differences between the performances of different P.OLQA algorithms are evaluated using statistical significance tests (see Annex B).


Step 7 (see paragraph 3 below)

The ranking of the algorithms per experiment should be performed based on the results obtained in step 6. In this process, the weighting of the statistical metrics should be considered. The statistical metric used for the algorithm’s optimization should have the highest weight. Previous work considered the correlation coefficient as the main metric against which the algorithm has been optimized. 


Step 8 (see paragraph 4 below)

The ranking of the algorithms should be performed across experiments. In this process, the weighting of the experiments (databases) should be applied. It is expected that older databases are less weighted than new databases.


3
A method for ranking algorithms’ performance per experiment

This paragraph regards the step 7 presented above. The proposed method is based on the rank distance, defined as the distance between the rank which the algorithm has been qualified/ranked with (based on statistical significance tests) and rank 1. 


The proposed method considers the algorithm with the best statistical metrics as the best performing algorithm and therefore ranks it as the first. Statistical significance tests applied for all three metrics will show how are ranked the other algorithms in regard to the best one. 


Then for every metric i (i=1..3), every algorithm j (j=1..Nalgo) gets a score which represents the distance d(i,j) between the rank k(i) given to the metric i for the algorithm j (based on the statistical significance) and rank 1. The rank k(i) can take values from 1 to the maximum number of ranks which resulted from the statistical significance tests.
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Nalgo represents the total number of algorithms considered in the evaluation.


Then, for every algorithm it is calculated the score per experiment based on the weighted sum of the distances across all three metrics. The algorithms which exhibit the lowest score, respectively the minimum weighted sum distance, is the best performing algorithm. 
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The weights should be allocated based on how important every metric is considered for the evaluation. In addition, the sum of the weights should round up to 1. If all metrics are considered equally important, which should generally be the case, then all weights equal 1.  In P.OLQA case, it has been decided that the optimization is performed based on the correlation coefficient. Therefore, the correlation coefficient could have the highest weight. 


4
A method for ranking algorithms’ performance across experiments


This paragraph regards step 8 above. The proposed method is actually an extension of the one presented for per experiment ranking.   Therefore, the ranking across all experiments is based on the minimum rank distance across all experiments (k=1…Nexp), for all algorithms j=1..Nalgo as given by (3)
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      (3)

The algorithm which exhibits the minimum weighted sum is the best performing one across all experiments. 


The method has the advantage that it allows the weighting of every experiment with the weight w(k) depending on its importance in the analysis. The sum of the weights for all experiments should equal 1. 

5
Proposal


The proposed method is based on the results of statistical significance tests and on the concept of rank distance; a concept well known in the graph theory. It is proposed therefore that this method to considered for overall ranking of objective metrics. 


6
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Annex A

Evaluation Metrics

Once the mapping has been applied to objective data, the evaluation metrics: root mean square error (also called  prediction error), Pearson correlation coefficient and residual error or outlier ratio are determined. It is proposed to perform the calculation of each evaluation metric along with its 95% confidence interval. 


A.1
Pearson Correlation Coefficient

The Pearson correlation coefficient R (1) measures the linear relationship between a model’s performance and the subjective data.  
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Xi denotes the subjective score MOS and Yi the objective one (MOSp).  N represents the total number of speech samples considered in the analysis. 


It is known [3] that the confidence intervals for the correlation coefficient R can be calculated using the Fisher R - z transformation. The statistic z (2) (also called Fisher statistics) is approximately normally distributed, regardless of the R distribution,  and its standard deviation is defined by  (3)
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The 95% confidence interval for the correlation coefficient is determined using the Gaussian distribution, which characterizes the variable z and it is given by (4)
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NOTE. If  less than N<30 samples are used, then the Gaussian distribution needs to be replaced by the t-Student distribution with  the variable t  depending on the number of samples and the degrees of freedom df =N-1 [3].


A.2
Root Mean Square Error (prediction error)


The accuracy of the objective metric is evaluated using the root mean square error (rmse) evaluation metric.


The difference between measured and predicted MOS is defined as the absolute prediction error Perror (5)




[image: image10.wmf])


(


)


(


)


(


i


MOS


i


MOS


i


Perror


p


-


=






(5)


where the index i denotes the speech sample.

The root-mean-square error of the absolute prediction error Perror is calculated with the formula (6)
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where N denotes the number of samples; while the division to (N-1) ensures an unbiased estimator for the rmse. 


The root mean square error is approximately characterized by a (^2 (n) [3], where n represents the degrees of freedom and it is defined by (7) 
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where N represents the number of samples and d=4 and denotes the degrees of freedom of the mapping function (3rd order polynomial function).


Using the (^2 (n) distribution, the 95% confidence interval for the rmse is given by (8) [3]



[image: image13.wmf])


(


*


)


(


*


2


025


.


0


2


975


.


0


d


N


d


N


rmse


rmse


d


N


d


N


rmse


-


-


<


<


-


-


c


c





(8)




A.3
Residual error distribution and/or outlier ratio

As mentioned before, either the residual error distribution or the outlier ratio could be used to evaluate the consistency of the models. 


The residual error (as defined in equation (5)) distribution (pdf) has been used previously for the speech quality metrics evaluation [2].  This statistical metric has couple of disadvantages. First, it is difficult to associate with its 95% confidence intervals, which need to be calculated per bin. Then, it is difficult to perform statistical significant comparison between models for this metric due to an expected lack of data for the upper bins. Therefore, it would be recommended to use the cumulative distribution (CDF) of the residual error instead. The probability of exhibiting residual errors below a pre-establish threshold (9) is easily determined based on the CDF. 
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Nth denotes all the samples for which the residual error (5) remains below the imposed threshold and N represents the total number of samples used for the analysis. 


The probability Pth represents therefore the proportion of samples exhibiting error below the threshold  in the total number of samples N. Thus, the binomial distribution could be used to characterize the probability Pth. The probability Pth of exhibiting errors below the threshold is represented by a distribution of proportions [3] characterized by the mean (10) and standard deviation  (11)
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In addition, statistical significance tests could be straightforward applied for the probability Pth, as it is shown later on in the text. 


As it has been mentioned, the algorithm’s consistency can be evaluated using the outlier ratio OR which represents number of “outlier-points” to total points N. 
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where an outlier could be defined as a point for which the error (5) exceeds the upper limit of the 95% confidence interval of the mean MOS value, as described in equation (13)
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σ(MOS(i)) represents the standard deviation of the individual scores associated with the speech sample i, and Nsubj is the number of voters per speech sample i. . The 95% confidence interval limit defined by the variable z is determined based on Nsubj. If Nsubj > 30, then the Gaussian distribution can be used, and therefore z=1.96. If Nsubj<30, the t-Student distribution is used and the variable z becomes variable t and its value depends on the Nsubj, respectively the degrees of freedom df=Nsubj-1. 


As it has been mentioned, the algorithm’s consistency can be evaluated using the outlier ratio OR which represents number of “outlier-points” to total points N. 
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where an outlier could be defined as a point for which the upper limit of the 95% confidence interval of the mean MOS value (15) is exceeded
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σ(MOS(i)) represents the standard deviation of the individual scores associated with the speech sample i, and Nsubj is the number of voters per speech sample i. . The 95% confidence interval limit defined by the variable z is determined based on Nsubj. If Nsubj > 30, then the Gaussian distribution can be used, and therefore z=1.96. If Nsubj<30, the t-Student distribution is used and the variable z becomes variable t and its value depends on the Nsubj, respectively the degrees of freedom df=Nsubj-1. 


The outlier ratio represents the proportion of outliers in N number of samples. Thus, the binomial distribution could be used to characterize the outlier ratio. The outlier ratio is represented by a distribution of proportions [3] characterized by the mean (16) and standard deviation  (17)




[image: image21.wmf]N


liers


TotalNoOut


or


p


=


=







(16)








[image: image22.wmf]N


or


or


or


)


1


(


*


-


=


s








(17)


For N>30, the binomial distribution, which characterizes the proportion p, can be approximated with the Gaussian distribution . Therefore, the 95% confidence interval of the outlier ratio is given by (18)
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NOTE. If less than N<30 samples are used, then the Gaussian distribution needs to be replaced by the t-Student distribution with  the variable t  depending on the number of samples, respectively the degrees of freedom, df=N-1 [3].


However, it should be noted that due to the fact that the outlier ratio depends on std of subjective scores, the ratio is sensitive to the quality scale of the tested samples. It is very much expected that experiments, which are not very well balanced might be misleading for comparing results from different experiments. An experiment which contains quality scores mainly towards the upper and/or lower end of the quality scale are expected to exhibit lower MOS std values. More balanced experiments could show higher MOS std values. Therefore, the outlier ratio emerged from the comparison of a balanced and a less balanced experiment might be difficult.


Annex B

Statistical Significance of the Results


B.1
Significance of the Difference between the Correlation Coefficients

The test is based on the assumption that the normal distribution is a good fit for the speech quality scores’ populations. The statistical significance test for the difference between the correlation coefficients uses the H0 hypothesis that assumes that there is no significant difference between correlation coefficients. The H1 hypothesis considers that the difference is significant, although not specifying better or worse. 


The test uses the Fisher-z transformation (2) [3]. The normally distributed statistic (19) is determined for each comparison and evaluated against the 95% value for the two–tail significance test, which is the tabulated value t(0.05) =1.96. If the calculated ZN > 1.96, then there is a statistically significant difference at a 0.05 significance level between the compared correlation coefficients.     




[image: image24.wmf](


)


(


)


2


1


2


1


2


1


z


z


z


z


N


z


z


Z


-


-


-


-


=


s


m






(19)

where
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and
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σz1 and σz2 represent the standard deviation of the Fisher-z statistic for each of the compared correlation coefficients. The mean (20) is set to zero due to the H0 hypothesis and the standard deviation of the difference metric z1-z2 is defined by (21). The standard deviation of the Fisher-z statistic is given by (22) [3]:
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where N represents the total number of samples used for the calculation of each of the two correlation coefficients. 


B.2
Significance of the Difference between the Root Mean Square Errors 


Considering the same assumption that the two populations are normally distributed, the comparison procedure is similarly to the one used for the correlation coefficients. The H0 hypothesis considers that there is no difference between rmse values. The alternative H1 hypothesis is assuming that the lower prediction error value is statistically significantly lower. The statistics defined by (18) has a F-distribution with n1 and n2 degrees of freedom [3].
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rmse,max is the highest rmse and rmse,min is the lowest rmse involved in the comparison. The ζ statistic is evaluated against the tabulated value F(0.05, n1, n2) that ensures 95% significance level. If the calculated value for ζ is larger than the tabulated value, then the difference between the compared rmse is significant.  The n1 and n2 degrees of freedom are given by N1-1, respectively and N2-1, with N1 and N2 representing the total number of samples for the compared average rmse (prediction errors).  


B.3
Significance of the Difference between the Outlier Ratios and probabilities Pth

The outlier ratio and the probability Pth could be described by a binomial distribution of parameters (p, 1-p), where p is defined by (16), respectively (10). In this case p is equivalent with the probability of success of the binomial distribution. 


The distribution of differences of proportions from two binomially distributed populations with parameters (p1, 1-p1) and (p2, 1-p2) (where p1 and p2 correspond to the two compared outlier ratios or1 and or2 or to the two compared probabilities Pth1 and Pth2) is approximated by a normal distribution for N1, N2 >30, with the mean:
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and standard deviation:
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The null hypothesis in this case considers that there is no difference between the population parameters p1 and p2, respectively p1=p2. Therefore, the mean (24) is zero and the standard distribution  (25) becomes equation (26) 
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where N1 and N2 represent the total number of samples of the compared outlier ratios, respectively probability Pth,  p1 versus p2. The variable p is defined by (27)
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Similar to the hypothesis test for the correlation coefficients, the normalized statistics ZN is calculated as:
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 and compared to the tabulated value of 1.96 for the 0.05 significance level of the two tailed test.  If the calculated ZN > 1.96, then the compared outlier ratios p1 and p2 are statistically significant different, with 0.05 significance level.


_________________
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		Dr. Irina Cotanis


L.M Ericsson


USA

		Tel:+1-571-203-4760


Fax: +1-571-203-4596


Email:irina.cotanis@ericsson.com
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2.13
Question M/12 - Development of parametric models and tools for audiovisual and multimedia quality measurement purposes


(Continuation of part of Question 14/12)


2.13.1
Motivation

A major challenge for emerging IP-based networks is to provide adequate Quality of Experience (QoE) and Quality of Service (QoS) for new multimedia services and applications. As an example, IPTV is a rapidly emerging new multimedia service.


The telecommunications industry is working to adopt more flexible infrastructure to control costs and facilitate the introduction of new services. Examples are next generation IP networks (NGN) and 3G mobile networks – both of which exhibit time-varying performance. Measures that predict user-experience are useful in monitoring and managing time-varying performance and help to facilitate the rollout, efficient operation and effective service management of such networks. 


The industry is already benefiting from ITU-T recommendations for objective video quality assessment. Most of the techniques described in these recommendations are signal based. Signal processing technology can be used to estimate the contribution of a number of factors affecting the transmission performance of the complete connection. An example of such recommendation is J.144.


The accuracy of such methods (measured by their correlation with the subjective opinion) is high, but this requires a quantity of memory and processing power that does not allow their application in all situations.


As far as packetized systems (and more generally, non linear systems) are concerned, they are currently not covered by ITU-T Recommendations, though there is some important needs in the industry for such methods. The work on the development of parametric models that do not access to the video or audio content of multimedia or audiovisual stream started during last study period under Q.14/12 with the provisional names P.NAMS (access to basic protocolar information) and P.NBAMS (similar + access and analysis of information from the bit-stream). The idea is to adopt a similar approach than the one in P.564 for performance requirements for models assessing voice transmission quality from protocol analysis information in IP networks4.

The following major Recommendations, in force at the time of approval of this Question, fall under its responsibility: 


P.56, P.561, P.562, P.564

2.13.2
Question

Study items to be considered include, but are not limited to: 


· How can non-intrusive measurements at the IP layers be implemented and improved, for instance by taking into account new services (video-telephony, multimedia streaming) or protocols or transmission layers (e.g. RTCP XR, MPEG 2)?


· What relationship exists between the subjective responses of users at the terminals and the objective measurements made from the point at which the non-intrusive assessment system is connected?


· What measures give an estimate of the transmission quality of a connection including the accumulated effects of all technologies (e.g. IP, radio, ATM, etc.)?


· How can such measures be used to assess, plan and maintain the transmission quality of networks?


· Define the scope of P.NAMS and P.NBAMS


· Review existing methods and models, and identify missing components


· Define inputs and outputs of P.NAMS and P.NBAMS


· Identification of relevant subjective test methodologies (in co-operation with VQEG)

· Identification of existing subjective test data


· Collection of new subjective test data


· Development of new Recommendations P.NAMS and P.NAMS


· Ensure consistency with development of hybrid models by VQEG


· Considerations on how to help measure and mitigate climate change


2.13.3
Tasks

Tasks include, but are not limited to:

· New Recommendation on non-intrusive evaluation model of multimedia quality based on IP protocol information (P.NAMS)


· New Recommendation on non-intrusive evaluation model of multimedia quality based on IP protocol and bit-stream information (P.NBAMS)


· New Recommendation(s) on guidance for the use of P.NAMS and P.NBAMS in operational contexts.


An up-to-date status of work under this Question is contained in the SG 12 Work Program (http://www.itu.int/ITU-T/workprog/wp_search.aspx?isn_sp=1&isn_sg=95)


2.13.4
Relationships

Recommendations:
P.564, G.1000-series, J series recommendations on video quality


Questions:


L/12, 14/9


Study groups:

ITU-T SG 9, SG13, SG 16


Standardization bodies: 
ETSI (STQ, TISPAN), IETF (IPPM, AVT), ATIS (IIF).


Other groups:

VQEG, HGI, DSL Forum


______________
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Abstract


With this contribution, participation is sought to the standardisation of a new model under of Question 14 of ITU-T Study Group 12.


The scope and terms of reference of this model, whose provisional name is P.NAMS, are given.


Answers to this call for participation will include:


· A brief description of the proposed model of piece of model,


· The list of application areas and operation modes covered by the model,


· Whether a collaboration on the development of the model is acceptable or not.


Participants will also be required to conduct subjective tests for the model assessment or perform preparatory work or statistical evaluations.

Terms of reference

Scope

The current scope of P.NAMS (Non-intrusive parametric model for the assessment of performance of multimedia streaming) is given below:

This Recommendation describes an objective parametric quality assessment model that predicts the impact of observed IP network impairments on quality experienced by the end-user in multi-media streaming and IPTV applications over transport formats such as: RTP (over UDP), MPEG2 (over UDP or RTP/UDP), 3GPP-PSS (over RTP).


This model is restricted to information contained in packet headers. Information from decoding the bit-stream or the packet payload is not used.


This model predicts Mean Opinion Scores (MOS) on the ACR scale for audio and video parts of the stream, as well as global multi-media MOS score (as defined in ITU-T Rec P.911, for instance).


The primary applications for this model are monitoring of transmission quality for operations and maintenance purposes. The P.NAMS model may be deployed both in end-point locations and at mid-network monitoring points.


The primary quality prediction made by such a model is not based on the payload of the stream being analysed, but assumes a typical, or generic, audiovisual payload.


This Recommendation cannot provide a comprehensive evaluation of transmission quality as perceived by a particular end-user because its scores reflect the impairments on the IP network being measured, that may only be part of the end-to-end connection. Furthermore, the scores predicted by a parametric model (i.e. without access to content) necessarily reflect an average perceptual impairment.


The effects of audio level, noise, delay, (and corresponding similar video factors) and other impairments related to the payload are not reflected in the scores computed by such a model. Therefore, it is possible to have high scores with this Recommendation, yet have a poor quality of the stream overall.


Model Structure

The model consists of a core module only. Since the parameter extraction is trivial for transport level parameters (such as packet loss) there is no need to define a parameter extraction module. The application scenarios allow for many implementation locations (in a network node, in a mobile telephone, in a drive test tool, in a set-top box etc.). The parameter extraction procedure depends on the implementation location, which makes it even more unnecessary to define a parameter extraction module.


Application areas


Q.14/12 foresees two distinct application areas for P.NAMS:


· QCIF-QVGA (also known as " low bitrate mode "), mostly for mobile TV and Streaming with the sub application areas:


· Linear Mobile TV over RTP (includes Mobile TV over a 3G mobile network with MBMS and with unicast, transport over RTP/UDP/IP)


· Multimedia streaming (includes 3GPP PSS with transport over RTP/UDP/IP)


· SD and HD television (also known as " high bitrate mode "), mostly for IPTV with the sub application areas.


· Linear broadcast TV (includes transmission over MPEG2-TS/RTP/UDP/IP, MPEG2-TS/UDP/IP and RTP/UDP/IP transport)

· Video on-demand (includes transmission over MPEG2-TS/RTP/UDP/IP, MPEG2-TS/UDP/IP and RTP/UDP/IP transport)

Modes of operations


The P.NAMS model can be implemented in different locations in a network, with access to different input parameters. That leads to four modes of operation:

		Class

		Name

		Description



		Mid-point or End-point

		Static Operation

		The model uses information from the local transport layer, prior knowledge about coding and prior knowledge about the end-point.



		Mid-Point

		Non-embedded Dynamic Operation

		The model uses information from the local transport layer, prior knowledge about coding and information about the end-point collected through signalling protocols



		End-point/Mid-Point

		Distributed Operation

		The model, located inside the network, uses information from the transport layer measured at an end-point and collected through signalling protocols, prior knowledge about coding and information about the end-point collected through signalling protocols



		End-point

		Embedded Operation

		The model uses information from the local transport layer, information from the end-point, and prior knowledge about coding 





An example of signalling protocols potentially used to carry end-point information is given for Universal Mobile Telecommunications System (UMTS), Transparent end-to-end Packet-switched Streaming Service (PSS) in ETSI TS 126 234, V7.4.0. Another example would e a future extension of RTCP-XR (IETF RFC 3611) to video and multimedia metrics.
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a)  Static operation mode inside the network
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b)  Static operation mode inside a terminal
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c)  Non-embedded dynamic operation mode

[image: image4.png]RIPseam.







d)  Non-embedded distributed operation mode
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e)  Embedded operation mode


In addition to the modes described above, the P.NAMS model can be divided up into two bitrate modes for low and high bitrates (corresponding to the main application areas, as mentioned above). That will lead to potentially eight different modes of P.NAMS.

P.NAMS Properties

		Video codecs

		MPEG2, MPEG4 Visual Simple Profile, H.264 baseline profile, H.264 main profile, H.264 high profile



		Audio codecs

		AMR-NB, AMR-WB+, AAC-LC, G.729.1, to be completed



		Total coded bitrates

		32 kbps – 20 Mbps



		Video sizes

		QCIF, QVGA, SD, HD



		Quality degradations covered by the model

		Lossy encoding, packet loss, initial buffering, freezing with and without skipping (rebuffering)


Error concealment, or any kind of post-filter performed by the client, is included.


Audio-video synchronisation is excluded (not possible to detect with a parametric model)





P.NAMS Input Parameters


P.NAMS uses information from packet headers (RTP headers and MPEG2 Transport Stream headers), buffering information, information about codecs and encoded bitrates. P.NAMS does not use any payload information.

The possible common input parameters for all modes of operation are given in the table below:


		Input parameter

		Value range, unit



		Video codec

		This information is not necessarily accessible in the same way depending on the implementation of the model

For low bitrate mode, one of the following: 


· MPEG4 Visual Simple Profile


· H.264 baseline profile


For high bitrate mode, one of the following: 


· MPEG2


· H.264 baseline profile


· H.264 main profile


· H.264 high profile



		Video size

		QCIF, QVGA, SD, HD



		Audio codec

		AMR-NB, AMR-WB+, AAC-LC, G.729.1, to be completed



		Coded total bitrate

		32 – 20480 (32 kbps to 20 Mbps)s



		Type of video content

		To be defined



		Product name and version

		e.g., Windows media ver.x



		Group of pictures (GoP)

		e.g., M = 2, N = 15, ...



		Frame rate

		e.g., 30 fps, 25 fps, ...



		Number of slices

		1, 2, etc.



		Type of audio content

		To be defined



		Audio sampling rate

		e.g., 44.1 kHz, 22.05 kHz, ..



		Number of audio channels

		5.1ch, Stereo,  monaural



		Audio frame length

		e.g., 20ms, 64ms, …



		Information on whether payload-unit-start indicator in TS header means the start of frame or of slice

		Boolean



		Information on whether marker bit in RTP header means the start of frame or of slice

		Boolean



		Information on whether random-access indicator in TS header means the start of I-frame or of IDR-frame

		Boolean



		Information on whether elementary-stream-propriety indicator in TS header means the start of I-frame or of IDR-frame

		Boolean





The possible specific input parameters for each of the 4 modes of operation are given in the table below:


		Input parameter

		Static operation

		Dynamic operation

		Distributed operation

		Embedded operation



		Packet arrival time

		X

		X

		Reported back from the client to a mid-point

		X



		Packet header information

		When RTP is used (without MPEG2-TS): IP, UDP and RTP headers


When MPEG2-TS is used: MPEG2-TS header. IP, UDP and RTP headers if they are used




		When RTP is used (without MPEG2-TS): IP, UDP and RTP headers


When MPEG2-TS is used: MPEG2-TS header. IP, UDP and RTP headers if they are used




		Reported back from the client to a mid-point :


· Number of RTP packets lost in succession expressed as an integer equal or larger than 1. If successive loss occurs more than once each loss is represented with an integer. Each loss has an associated timestamp expressed in playing time. 


· Packet loss rate in percent (as a fractional value)


· Corruption duration metric. A QoE value reported from 3GPP PSS (Packet Switched Streaming) capable terminals.

		When RTP is used (without MPEG2-TS): IP, UDP and RTP headers


When MPEG2-TS is used: MPEG2-TS header. IP, UDP and RTP headers if they are used






		Jitter buffer size

		

		

		

		X



		Bit rate (audio and video) measured at end-point

		

		X

		X

		



		Packet-loss ratio (audio and video) measured at end-point

		

		X

		X

		



		Packet-discard ratio (audio and video) measured at end-point

		

		X

		X

		



		Averaged burst packet loss length (audio and video) measured at end-point

		

		X

		X

		



		Jitter buffer size measured at end-point

		

		X

		X

		



		End-point Multimedia MOS measured at end-point

		

		X

		X

		



		End-point Video MOS measured at end-point

		

		X

		X

		



		End-point Audio MOS measured at end-point

		

		X

		X

		



		Freezing with and without skipping

		Estimation of freezing based on for example throughput and previous knowledge about buffer size (To be further defined).

		For each freezing event:


· Length in seconds (fractional value)


· Location in media stream (seconds fractional value from start of measuring point, not including previous freezings)


· Type (skipping, no skipping)

		

		For each freezing event:


· Length in seconds (fractional value)


· Location in media stream (seconds fractional value from start of measuring point, not including previous freezings)


· Type (skipping, no skipping)





P.NAMS Output Parameters

The P.NAMS model output is estimated multimedia ACR MOS, with separate video and audio ACR MOS. P.NAMS should have different ACR MOS scales for different video sizes.*

Optional parameters can be found in the (non-exhaustive) list below:


· Jitter buffer size


· Bit rate (audio and video)

· Packet-loss ratio (audio and video)

· Packet-discard ratio (audio and video)

· Averaged burst packet loss length (audio and video)

· Burst packet loss variation range

· Mean packet size

· Delay

· Delay variation range

Requirements


Answers to this call for participation will include:


· A brief description of the proposed model or piece of model,


· The list of application areas and operation modes covered by the model (see the corresponding sections above),


· Whether a collaboration on the development of the model is acceptable or not.


It is also requested from proponents to commit on the production of new subjective databases to train and validate models.

The statistical evaluation procedure and selection criteria will be published at a further stage. They are still under discussion under Q.14.

Invitation for participation


Proponents who are willing to participate in the standardisation of P.NAMS are invited to send an indication of their participation, including the information required in the section "Requirements" above, to the ITU-T Study Group 12 secretariat (tsbsg12@itu.int) by September, 30th, 2008 (arrival date at the TSB). An additional indication to the Q14 email reflector (tsg12q14@itu.int) is appreciated.


Schedule


		Item no.

		Description

		Remark

		Schedule



		1

		Official call for participation

		With at least the following questions:


· Preference for collaboration or competition?


· What operation mode(s) and application area(s) from ToR are covered?


Will also require commitment from proponents to produce new subjective databases to train and validate models

		SG12 meeting in May 2008



		2

		First draft of test plan

		Includes the corresponding test methodology

		SG12 meeting in May 2008

Postponed to October 2008



		3

		Deadline for declaration of participation to model development

		

		End September 2008



		4

		Decisions on:


· competition or collaboration


· number of different models to standardise


· mandatory outputs

		Will depend on the received declaration of participation.


Possible interim meeting?

		October 2008



		5

		Agreed test plan for model validation

		Includes performance and accuracy requirements and criteria.

		Competition: January 2009


Collaboration: November 2008



		6

		Collection of training databases

		

		T5 + 2 months



		7

		Submission of candidate model

		

		T5 + 5 months



		8

		Collection of validation databases 

		

		T5 + 8 months



		9

		Evaluation of candidate model(s)

		

		T5 + 9 months



		10

		Draft of P.NAMS

		

		T5 + 10 months



		11

		Consent of P.NAMS

		

		First SG12 meeting of 2010





Further remarks


Interested parties are invited to subscribe to the Question 14 e-mail reflector (tsg12q14@itu.int).

______________
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		Vincent Barriac


France Télécom


France
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+33 296 051 810 / +33 670 809 192
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+33 296 051 316
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vincent.barriac@orange-ftgroup.com 
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