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[bookmark: _Toc328580486][bookmark: _Toc275778616][bookmark: _Toc362252995] Introduction
This document contains a description of the format of source sequences to be used for the VQEG AVHD project, the HRC requirements and the allowed limits for the final processed video sequences. This document includes information important to model developers as well as independent test labs.
 If not otherwise stated, everything described in this document is binding for proponents, ILGs and test labs.
A summary of the VQEG AVHD project as well as a description of the available documents and their current versions is contained in the document “AVHD_Project_Synopsis.doc”.

[bookmark: _Toc275778661][bookmark: _Toc328580488][bookmark: _Toc327517637][bookmark: _Toc362252996] Target Applications
The objective of the AVHD project is to validate objective methods for the assessment of the combined audio-visual quality from an end users perspective. Targeted scenarios include, but are not limited to broadcast and streaming of audio-visual sequences over fixed and mobile networks, with a focus on consumer entertainment. The objective models are meant to be applied to short sequences (app. 10 s) only. 

[bookmark: _Toc362252997] SRC Restrictions and Format
[bookmark: _Toc362252998] Video Material
[bookmark: _Toc276034155][bookmark: _Toc276109724][bookmark: _Toc276645034][bookmark: _Toc276034157][bookmark: _Toc276109726][bookmark: _Toc276645036][bookmark: _Toc276034158][bookmark: _Toc276109727][bookmark: _Toc276645037][bookmark: _Toc276034161][bookmark: _Toc276109730][bookmark: _Toc276645040][bookmark: _Toc275778645][bookmark: _Toc289240397][bookmark: _Toc328580489][bookmark: _Toc362252999] Source Sequence Processing Overview and Restrictions
The test material will be selected from a common pool of video sequences. 
The source video can only be used in the testing if an expert in the field considers the quality to be good or excellent on an ACR-scale. The source video should have no visible coding artifacts. The final decision whether a source video sequence is admissible or not will be made by ILGs. 
1080i footage may be de-interlaced and then used as SRC in a 1080p experiment. 1080p enlarged from 720p or 1080i enlarged from 1366x768 or similar are valid source sequences. 1080p 24fps film footage can be converted and used in any 1080i or 1080p experiment. Otherwise, the frame rate of the unconverted source must be at least as high as the frame rate of the target SRC (therefore 720p 50fps can be converted and used in a 1080i 50fps experiment, but 720p 29.97fps cannot be converted and used in a 1080i 59.94fps experiment).	Comment by Christian Schmidmer: Modify to match resolutions below!
720p 50/60/25/30/24
1080i 50/60
1080p 50/60/25/30/24
1440 x 1080 upsampled to 1920 x 1080
960x720 upsampled to 1280x 720
Models/subjective experiments will see:
720p50/60
1080i/50/60
1080p 25/30
Uncompressed AVI files will be used for objective tests. In subjective experiments a small amount of compression may be used to allow for the usage of e.g. Blueray Disks. This compression should however be visually transparent for expert viewers. The progressive test sequences used in the subjective tests should also be used by the models to produce objective scores. 
[bookmark: _Toc328580490][bookmark: _Toc289240398][bookmark: _Toc275778646][bookmark: _Toc362253000] SRC Resolution, Frame Rate and Duration
 ToDo: Copy resolutions etc. from Synopsis V2!
	Resolution
	Raw SRC for Coding
	Edited SRC & PVS

	HD
	14 seconds
	10 seconds



The original source (before editing) must include an extra 2 seconds at the beginning and the end!
[bookmark: _Toc275865935][bookmark: _Toc275933905][bookmark: _Toc275938782][bookmark: _Toc275939010][bookmark: _Toc275939241][bookmark: _Toc275939469][bookmark: _Toc275939699][bookmark: _Toc276034164][bookmark: _Toc276109733][bookmark: _Toc276645043][bookmark: _Toc275865936][bookmark: _Toc275933906][bookmark: _Toc275938783][bookmark: _Toc275939011][bookmark: _Toc275939242][bookmark: _Toc275939470][bookmark: _Toc275939700][bookmark: _Toc276034165][bookmark: _Toc276109734][bookmark: _Toc276645044][bookmark: _Toc275865937][bookmark: _Toc275933907][bookmark: _Toc275938784][bookmark: _Toc275939012][bookmark: _Toc275939243][bookmark: _Toc275939471][bookmark: _Toc275939701][bookmark: _Toc276034166][bookmark: _Toc276109735][bookmark: _Toc276645045][bookmark: _Toc275865938][bookmark: _Toc275933908][bookmark: _Toc275938785][bookmark: _Toc275939013][bookmark: _Toc275939244][bookmark: _Toc275939472][bookmark: _Toc275939702][bookmark: _Toc276034167][bookmark: _Toc276109736][bookmark: _Toc276645046][bookmark: _Toc275865940][bookmark: _Toc275933910][bookmark: _Toc275938787][bookmark: _Toc275939015][bookmark: _Toc275939246][bookmark: _Toc275939474][bookmark: _Toc275939704][bookmark: _Toc276034169][bookmark: _Toc276109738][bookmark: _Toc276645048][bookmark: _Toc275865941][bookmark: _Toc275933911][bookmark: _Toc275938788][bookmark: _Toc275939016][bookmark: _Toc275939247][bookmark: _Toc275939475][bookmark: _Toc275939705][bookmark: _Toc276034170][bookmark: _Toc276109739][bookmark: _Toc276645049][bookmark: _Toc275848006][bookmark: _Toc275854040][bookmark: _Toc275865943][bookmark: _Toc275933913][bookmark: _Toc275938790][bookmark: _Toc275939018][bookmark: _Toc275939249][bookmark: _Toc275939477][bookmark: _Toc275939707][bookmark: _Toc276034172][bookmark: _Toc276109741][bookmark: _Toc276645051][bookmark: _Toc275778647][bookmark: _Toc289240399][bookmark: _Toc328580491][bookmark: _Toc362253001] Source Test Material Requirements: Quality, Camera, Use Restrictions.
HD source test material should be taken from a professional grade HD camera (e.g., Sony HDR-FX1) or better. Video quality obtained by using a professional grade DSLR is generally excellent, but filming with a DSLR typically requires good skills of the videographer and often special, expensive lenses (lenses for still photography often do not allow smooth changes of aperture and focus. Special rigs may overcome this limitation).
[bookmark: _Toc328580492][bookmark: _Toc289240400][bookmark: _Toc275778648][bookmark: _Toc362253002] Source Conversion
This section describes approved methods for converting source video from one format to another. These tools are known to operate correctly.
[bookmark: _Toc289240401] Software Tools
Transformation of the source test sequences (e.g., from 720p to 1080i) shall be performed using Avisynth  or Adobe Premier Pro and the most recent version of VirtualDub. Within VirtualDub, video sequences will be saved to AVI files by specifying the appropriate color space for both read and write (Video  Color Depth), then selecting Video Compression option (Video  Compressor) to be "Uncompressed RGB/YCbCr". For the Colour Depth “4:2:2 YCbCr (UYVY)” is used as output format. The processing mode (Video ) is set to “Full processing mode”. 
[bookmark: _Toc289240402][bookmark: _Toc275778649] Colour Space Conversion
In the absence of known color transformation matrices (e.g., such as what might be used by a video display adapter), the following algorithms will be used to transform between ITU-R Recommendation BT.601 Y'CB'CR' video and R'G'B' video that is in the range [0, 255].  The reference for these color transformation equations is pages 15-16 of ColorFAQ.pdf, which can be downloaded from:
http://www.poynton.com/PDFs/ColorFAQ.pdf
Transforming R'G'B' to Y'CB'CR'
Compute the matrix transformation:


Round to the nearest integer.
Clamp all three components to the range 1 through 254 inclusive (0 and 255 are reserved for synchronization signals in ITU-R Recommendation BT.601).
Transforming Y'CB'CR' to R'G'B'
1.  Compute the matrix transformation:


2.  Round to the nearest integer.
3.  Clamp all three components to the range 0 through 255 inclusive.
[bookmark: _Toc289240403][bookmark: _Toc275778650] De-Interlacing
De-interlacing will be performed when original material is interlaced and requires de-interlacing. One option is using the de-interlacing function “KernelDeint” in Avisynth or Virtualdub. If the de-interlacing using KernelDeint results in a source sequence that has serious artifacts, the Blendfield or Autodeint may be used as alternative methods for de-interlacing. Proprietary algorithms and/or hardware de-interlacing may be used if the above three methods prove unsatisfactory.
To check for de-interlacing problems (e.g. serious artifacts introduced by the de-interlacing process), the source content will be played back at normal speed, with the option to inspect possible problems at reduced speed. 
[bookmark: _Toc289240404][bookmark: _Toc275778651] Cropping & Rescaling
Cropping or rescaling are allowed as long as the aspect ratio is maintained
[bookmark: _Toc328580493][bookmark: _Toc362253003] Audio Material
[bookmark: _Toc328580494][bookmark: _Toc362253004] Format
All audio material must be available in 16 bit linear PCM resolution and at a sample rate of either 44.1 KHz or 48 kHz. Only two channel audio material will be considered (either dual mono or stereo).
[bookmark: _Toc328580495][bookmark: _Toc362253005] Quality
The quality of the audio recordings will be judged by experts. It must score at least 4.0 on a five point ACR scale. The final decision if material is acceptable or not is up to an independent lab group.  
[bookmark: _Toc328580496][bookmark: _Toc362253006] Recording Equipment
The built in microphones of most cameras are typically not of sufficiently high quality to fulfill the criteria specified for audio signals in this document. The usage of good, external microphones is recommended, also to avoid recording of sounds produced by the camera itself. Care must be taken, that the recorded signals are not significantly compressed, since tandemming audio codecs generally leads to severe degradations. The recording equipment must meet the following criteria:
THD+N:	X dB
SNR:	X dB
Frequency response: 	20Hz-20kHz
As an alternative to recording sound with the video signals, audio and video tracks may be mixed offline, using e.g. Adobe Premiere. In this case, other audio sources like e.g. CDs may be used as long as the copyright permits this use and no problems with lip sync can be detected by an expert.
[bookmark: _Toc275778657][bookmark: _Ref101852028][bookmark: _Ref98906740][bookmark: _Ref98906529][bookmark: _Toc328580497][bookmark: _Toc289240405][bookmark: _Toc362253007] File Format 
AUDIO FORMAT IS STILL MISSING!
All source and processed video sequences will be stored in AVI files. The avi tag for the video component should be UyVy.
Source material with a source frame rate of 29.97 fps will be manually assigned a source frame rate of 30 fps prior to being inserted into the common pool of video sequences (is this correct for HD?).
AVI is essentially a container format that consists of hierarchical chunks – which have their equivalent in C data structures – which are all preceded by a so called fourcc, a “four character code”, which indicates the type of chunk following. Some of the chunks are compulsory and describe the structure of the file, while some are optional and others contain the real video or audio data. The AVI container format which is used for the exchange of files in VQEG is originally defined by Microsoft as part of the RIFF file specification in:
“http://msdn.microsoft.com/library/default.asp?url=/library/en-us/wcedshow/html/_dxce_dshow_avi_riff_file_reference.asp”
Other descriptions can be found in:
http://www.opennet.ru/docs/formats/avi.txt 
http://www.the-labs.com/Video/odmlff2-avidef.pdf
A description of the UYVY chunk format which is to be used inside the AVI container can be found in http://www.fourcc.org/index.php?http%3A//www.fourcc.org/fccyvrgb.php and below.
UYVY is a YUV 4:2:2 format. The effective bits per pixel are 16. In the AVI main header (after the fourcc “avih”), a positive height parameter implies a top-down image (top line first).Two image pixels form one macro pixel and are stored in one 32bit word with the following byte ordering:
(lowest byte) U0 Y0 V0 Y1 (highest byte)
[bookmark: _Toc328580498][bookmark: _Toc289240406][bookmark: _Toc275778658][bookmark: _Toc362253008] Source Sequence Documentation
Preferably, each source sequence and the exact process used to create each source sequence should be documented, listing the following information:  
Camera specifications
Recording equipment specification
Use restrictions (e.g., “open source”)
De-interlacing method (if used)
Any compression and post-processing applied
Format conversions used
Whether video and / or audio were edited
Note: This documentation is desirable but not required.
[bookmark: _Ref98906660][bookmark: _Toc328580499][bookmark: _Toc289240407][bookmark: _Toc275778659][bookmark: _Toc362253009] Test Material and Selection Criteria 
The test material shall be representative of a range of content and applications. The list below identifies the type of test material that forms the basis for selection of sequences.
VQEG expresses a preference for all test material to be open source. At a minimum, source material must be available within the VQEG MM2 project to both proponents and ILG for testing (e.g., under non-disclosure agreement if necessary).
 Video Selection Considerations.
The SRCS used in each experiment must cover a variety of content categories from this list. At least 6 categories of content are recommended to be included in each experiment, if possible. 
High quality video conferencing: 
Movies, movie trailers:
Sports
Music video
Advertisement: 
Animation: 
Broadcasting news
Home video
Typical television content (e.g. shows, comedy, sitcom, nature, documentary)
There will be no completely still video scenes in the test.
All test material should be sent to point of contact (XXX) for content first. Ideally the material should be converted before being sent to point of contact.
 Audio Selection Considerations
Speech in multiple languages (other than English) is desirable. Subjects are not required to comprehend the language spoken.
Insert audio condition taxonomy from Dr. Guan Ghan Song, P61 and 61 of her PhD. Patrick Le Callet can send this reference.

[bookmark: _Toc362253010][bookmark: _Toc328580500] HRC Creation and Sequence Processing 
The subjective tests will be performed to investigate a range of Hypothetical Reference Circuit (HRC) error conditions. These error conditions may include, but will not be limited to, the following:
Compression errors (such as those introduced by varying bit-rate, codec type, frame rate and so on)
Transmission errors
Post-processing effects
Live network conditions
Changes to video resolution
AV Synch
Simulated or live decoder jitter
The overall selection of the HRCs will be done such that most, but not necessarily all, of the following conditions are represented.
[bookmark: _Toc276109752][bookmark: _Toc276645062][bookmark: _Toc276109753][bookmark: _Toc276645063][bookmark: _Toc276109754][bookmark: _Toc276645064][bookmark: _Toc276109755][bookmark: _Toc276645065][bookmark: _Toc276109756][bookmark: _Toc276645066][bookmark: _Toc276109757][bookmark: _Toc276645067][bookmark: _Toc276109758][bookmark: _Toc276645068][bookmark: _Toc276109759][bookmark: _Toc276645069][bookmark: _Toc276109760][bookmark: _Toc276645070][bookmark: _Toc276109761][bookmark: _Toc276645071][bookmark: _Toc275778662][bookmark: _Toc327517638][bookmark: _Toc328580502][bookmark: _Toc362253011] Video Signals
[bookmark: _Toc328580503][bookmark: _Toc327517642][bookmark: _Toc362253012] Video Coding Schemes and Bitrates
Coding schemes which are currently discussed for use in this study are MPEG2, H.264 and HEVC. 	Comment by Christian Schmidmer: Note: the use of MPEG2 for this project is under discussion. It may be omitted.
Video bitrates used should result in a quality equivalent to H.264 at bitrates between 500 kbit/s and 20 Mbit/s
[bookmark: _Toc327517639][bookmark: _Toc328580504][bookmark: _Toc275778663][bookmark: _Toc362253013] Video Frame Rates (PVS)
The HRC may create videos with frame rates between 8 fps and 60 fps. Variable as well as constant frame rates are allowed. For simplicity and to avoid problems with uncontrolled behavior of monitors used in subjective tests, the final PVS will be resampled to 25i, 30i, 50p or 60p. In any case, the PVS must have the same frame rate as the associated SRC has. 
[bookmark: _Toc328580505][bookmark: _Toc327517640][bookmark: _Toc362253014] Video Pre-Processing
The HRC processing may include, typically prior to the encoding, one or more of the following:
Filtering
Colour space conversion (e.g. from 4:2:2 to 4:2:0)
Down- and up-sampling (e.g., 1920x1080 down-sampled to 960x1080, transmitted, then up-sampled back to 1920x1080, and thus the bit-stream contains a resolution different than that shown to the viewer)  
This processing will be considered part of the HRC.
[bookmark: _Toc328580506][bookmark: _Toc327517641][bookmark: _Toc362253015] Video Post-Processing
The following post-processing effects may be used in the preparation of test material:
Colour space conversion
De-blocking
Down- and up-sampling (e.g., 1920x1080 down-sampled to 960x1080, transmitted, then up-sampled back to 1920x1080)
[bookmark: _Toc328580507][bookmark: _Toc362253016] Audio
[bookmark: _Toc328580508][bookmark: _Toc362253017] Audio Coding Schemes
Coding schemes may include but are not limited to MP3, AAC, HLN, AMR, EVRC, Dolby. 
Speech codecs like AMR or EVRC are only acceptable for voice-only applications. Other codecs are acceptable as long as they are widely used in real life or likely to be frequently used in the near future.
[bookmark: _Toc328580509][bookmark: _Toc362253018] Audio Bit-Rates (Examples) 
Audio bit rates to be considered should cover the range between 8 Kbit/s and 256 Kbit/s. The worst audio quality should not be less than the equivalent of 8 Kbit/s MP3. 

Note: At 256 Kbit/s most current audio codecs will deliver near transparent quality (equivalent to CD).  
[bookmark: _Toc328580510][bookmark: _Toc362253019] Audio Sample Rates (PVS)
Allowed sample rates of the PVS are 44.1 KHz and 48 KHz. In any case the sample rate of the PVS must match the sample rate of the SRC. To achieve this, up-sampling from any lower sample rate is allowed, if the codec used in the HRC produces signals with lower sample rates. 
Clock drifts between the sample rate of the SRC and the PVS lower than 2% are allowed. Such drifts occur in real life by using analog equipment with unsynchronized clocks of the D/A and A/D converters, or if sample rate converters are used to match studio clocks with world clocks. 
Note: Some consumer audio equipment might not be suitable for the reproduction of 48 KHz content.
[bookmark: _Toc328580511][bookmark: _Toc362253020] Audio Pre-Processing
Linear filtering of the audio signals is allowed and seen as part of the HRC. 
Dynamic range compression is not allowed.
Sample rate conversions are allowed.
[bookmark: _Toc328580512][bookmark: _Toc362253021] Audio Post-Processing
Linear filtering of the audio signals is allowed and seen as part of the HRC.
Dynamic range compression is not allowed.
Sample rate conversions are allowed.
 Audiovisual Impairments and interactions
HRCs may include audiovisual synchronization problems.
One audiovisual impairment of interest is audio-only or video-only (e.g., video is entirely lost). Interface should ideally indicate that the other information was lost in an appropriate way (e.g., screen shows black frame with circle or clock or “not present”).

[bookmark: _Toc278788997][bookmark: _Toc327517643][bookmark: _Toc328580513][bookmark: _Toc362253022] Rebuffering
Rebuffereing of up to XXX % of the total duration (including the rebuffering section) is allowed within each PVS. During rebuffering, no extra information that was not present in the SRC must be visible / audible in the final PVS (e.g. no spinning wheel).
Note 1: This will be reconsidered after experience from the hybrid tests is available
[bookmark: _Toc328580514][bookmark: _Toc327517644]Note 2: It may be reasonable to include an indicator for rebuffering (the spinning wheel…) in the subjective experiments. The PVS given to the models.will not necessarily include that indicator. This will be decided upon later.Transcoding
Transcoding is allowed (e.g., an HRC was encoded at one bit rate and then re-encoded at a different bitrate). Transcoding should be realistic.
[bookmark: _Toc328580515][bookmark: _Toc327517645][bookmark: _Toc362253023] Transmission Errors
Any transmission errors will be allowed as long as the corresponding PVSs meet the calibration limits given in section xxx and as long as they are realistic for a real world transmission chain. 
The “Simulated Transmission Errors” and “Live Network Conditions” sub-sections provide guidance on transmission error HRC creation.
If the final transport is packet based, it is strongly recommended to also capture a PCAP file for later reuse of the data (SRC, PVS and PCAP file) with a hybrid model.
[bookmark: _Toc276109770][bookmark: _Toc276645080][bookmark: _Toc276109771][bookmark: _Toc276645081][bookmark: _Toc327517646][bookmark: _Toc328580516][bookmark: _Toc362253024] Simulated Transmission Errors
The text below must be adapted to MM II!
A set of test conditions (HRC) will include error profiles and levels representative of audio-visualtransmission over different types of transport bearers:
Packet-switched transport (e.g., streaming over mobile networks, PC-based wireline streaming) 
IPTV
VoD
It is important that when creating HRCs by using a simulator, documentation is produced which details the simulator settings (for circuit switched HRCs the error pattern for each PVS should also be produced).
Group editing stopped here (2012-12-11)
Packet-switched transmission
HRCs will include packet loss with a range of packet loss ratios (PLR) representative of typical real-life scenarios. 

In mobile video streaming, we consider the following scenarios:
Arrival of packets is delayed due to re-transmission over the air. Re-transmission is requested either because packets are corrupted when being transmitted over the air, or because of network congestion on the fixed IP part. Video will play until the buffer empties if no new (error-checked/corrected) packet is received. If the video buffer empties, the video will pause until a sufficient number of packets are buffered again. This means that in the case of heavy network congestion or bad radio conditions, video will pause without skipping during re-buffering, and no video frames will be lost.
Arrival of packets is delayed, and the delay is too large: These packets are discarded by the video client.   
Note: A radio link normally has in-order delivery, which means that if one packet is delayed the following packets will also be delayed. 
Note: If the packet delay is too long, the radio network might drop the packet. 
Very bad radio conditions: Massive packet loss occurs.   
Handovers: Packet loss can be caused by handovers. Packets are lost in bursts and cause image artifacts.
Note: This is valid only for certain radio networks and radio links, like GSM or HSDPA in WCDMA. A dedicated radio channel in WCDMA uses soft handover, which will not cause any packet loss. 

Typical radio network error conditions are:
Packet delays between 100 ms and 5 seconds. 
In PC-based wireline video streaming, network congestion causes packet loss during IP transmission.
In order to cover different scenarios, we consider the following models of packet loss:
Bursty packet loss. The packet loss pattern can be generated by a link simulator or by a bit or block error model, such as the Gilbert-Elliott model.
Random packet loss 
Periodic packet loss.
Note: The bursty loss model is probably the most common scenario in a ‘normal’ network operation. However, periodic or random packet loss can be caused by a faulty piece of equipment in the network.  Bursty, random, and periodic packet loss models are available in commercially-available packet network emulators.

Choice of a specific PLR is not sufficient to characterize packet loss effects, as perceived quality will also be dependent on codecs, content, packet loss distribution (profiles) and which types of video frames were hit by the loss of packets. For our tests, we will select different levels of loss ratio with different distribution profiles in order to produce test material that spreads over a wide range of audio-visual quality To confirm that test files do cover a wide range of quality, the generated test files (i.e., PVS after simulation of transmission error) will be:
Rated by experts to ensure that the degradations resulting from the simulated transmission error are spread over a range of quality over different content; 
Checked to ensure that degradations remain within the limits stated by the test plan (e.g., in the case where packet loss causes loss of complete frames, we will check that temporal misalignment remains within the limits stated by the test plan). 
NOTE: Circuit switched transmission section has been deleted!
[bookmark: _Toc328580517][bookmark: _Toc327517647][bookmark: _Toc275778664][bookmark: _Toc362253025] Live Network Conditions
Simulated errors are an excellent means to test the behavior of a system under well-defined conditions and to observe the effects of isolated distortions. In real live networks however usually a multitude of effects happen simultaneously when signals are transmitted, especially when radio interfaces are involved. Some effects like e.g. handovers can only be observed in live networks. 
The term "live network" specifies conditions which make use of a real network for the signal transmission. This network is not exclusively used by the test setup. It does not mean that the recorded data themselves are taken from live traffic in the sense of passive network monitoring. The recordings may be generated by traditional intrusive test tools, but the network itself must not be simulated.
Live network conditions of interest include radio transmission (e.g., mobile applications) and fixed IP transmission (e.g., PC-based audio-visual streaming, PC to PC video-conferencing, best-effort IP-network with ADSL-access).  Live network testing conditions are of particular value for conditions that cannot confidently be generated by network simulated transmission errors. Live network conditions should exhibit distortions representative of real-world situations that remain within the limits stated elsewhere in this document.
Normally most live network samples are of as good quality as the underlying technology permits and no big differences between different samples can be observed under stationary conditions. To get a good proportion of sample quality levels, an even distribution of samples from high to low quality should be saved after a live network sessions.  
Note: Keep in mind the characteristics of the radio network used in the test. Some networks will be able to keep a very good radio link quality until it suddenly drops. Others will make the quality to slowly degrade.
Samples with perfect quality do not need to be taken from live network conditions. They can instead be recorded from simulation tests. 
Live network conditions as opposed to simulated errors are typically very uncontrolled by their nature. The distortion types that may appear are generally very unpredictable. However, they represent the most realistic conditions as observed by users of e.g. 3G networks. 
Recording PVSs under live network conditions is generally a challenging task since a real hardware test setup is required.  Ideally, the capture method should not introduce any further degradation.  The only requirement on the capture method is that the captured sequences conform to the video file requirements.
For applications including radio transmissions, one possibility is to use a laptop with e.g. a built-in 3G network card and to download streams from a server through a radio network. Another possibility is the use of drive test tools and to simulate a similar download while the car is driving. In order to simulate very bad radio coverage, the antenna may be wrapped with some aluminum foil (Editors note: Strictly, this is a simulation again, but for the sake of simplicity it can be accepted since the simulated bad coverage is overlaid with the effects from the live network). 
In order to prepare the PVSs the same rules apply as for simulated network conditions. The only difference is the network used for the transmission.
[bookmark: _Toc289240421][bookmark: _Toc362253026] Decoder Response to Transmission Errors and Player Impairments
Forward error correction (FEC) is not allowed (why??).  The decoder may request retransmission of packets or any other behavior allowed by other portions of this test plan (e.g., calibration limits, standard decoder).
Impairments coming from decoder are allowed and seen as part of the HRC. The decoder (player) settings should be realistic. For example, a very small buffer should not be used for HDTV. The recorded PVS has to conform to the calibration limits in section XX.
[bookmark: _Toc289240422][bookmark: _Toc362253027] PVS Editing
The edited PVS must have the following duration:
	Video Resolution
	Duration of Edited SRC and PVS

	HD, no Rebuffering
	SRC must be 15 seconds
Edited PVS must be between 15 and 23 seconds duration. An average duration of 19 seconds is recommended
(check with latest hybrid test plan!)


[bookmark: _Toc276109775][bookmark: _Toc276645085][bookmark: _Toc276109776][bookmark: _Toc276645086][bookmark: _Toc275865963][bookmark: _Toc275933933][bookmark: _Toc275938810][bookmark: _Toc275939038][bookmark: _Toc275939269][bookmark: _Toc275939497][bookmark: _Toc275939727][bookmark: _Toc276034194][bookmark: _Toc276109777][bookmark: _Toc276645087][bookmark: _Toc275865964][bookmark: _Toc275933934][bookmark: _Toc275938811][bookmark: _Toc275939039][bookmark: _Toc275939270][bookmark: _Toc275939498][bookmark: _Toc275939728][bookmark: _Toc276034195][bookmark: _Toc276109778][bookmark: _Toc276645088][bookmark: _Toc275865965][bookmark: _Toc275933935][bookmark: _Toc275938812][bookmark: _Toc275939040][bookmark: _Toc275939271][bookmark: _Toc275939499][bookmark: _Toc275939729][bookmark: _Toc276034196][bookmark: _Toc276109779][bookmark: _Toc276645089][bookmark: _Toc275865966][bookmark: _Toc275933936][bookmark: _Toc275938813][bookmark: _Toc275939041][bookmark: _Toc275939272][bookmark: _Toc275939500][bookmark: _Toc275939730][bookmark: _Toc276034197][bookmark: _Toc276109780][bookmark: _Toc276645090][bookmark: _Toc275865970][bookmark: _Toc275933940][bookmark: _Toc275938817][bookmark: _Toc275939045][bookmark: _Toc275939276][bookmark: _Toc275939504][bookmark: _Toc275939734][bookmark: _Toc276034201][bookmark: _Toc276109784][bookmark: _Toc276645094][bookmark: _Toc275865971][bookmark: _Toc275933941][bookmark: _Toc275938818][bookmark: _Toc275939046][bookmark: _Toc275939277][bookmark: _Toc275939505][bookmark: _Toc275939735][bookmark: _Toc276034202][bookmark: _Toc276109785][bookmark: _Toc276645095][bookmark: _Toc275865973][bookmark: _Toc275933943][bookmark: _Toc275938820][bookmark: _Toc275939048][bookmark: _Toc275939279][bookmark: _Toc275939507][bookmark: _Toc275939737][bookmark: _Toc276034204][bookmark: _Toc276109787][bookmark: _Toc276645097][bookmark: _Toc275865974][bookmark: _Toc275933944][bookmark: _Toc275938821][bookmark: _Toc275939049][bookmark: _Toc275939280][bookmark: _Toc275939508][bookmark: _Toc275939738][bookmark: _Toc276034205][bookmark: _Toc276109788][bookmark: _Toc276645098][bookmark: _Toc275865977][bookmark: _Toc275933947][bookmark: _Toc275938824][bookmark: _Toc275939052][bookmark: _Toc275939283][bookmark: _Toc275939511][bookmark: _Toc275939741][bookmark: _Toc276034208][bookmark: _Toc276109791][bookmark: _Toc276645101][bookmark: _Toc275865978][bookmark: _Toc275933948][bookmark: _Toc275938825][bookmark: _Toc275939053][bookmark: _Toc275939284][bookmark: _Toc275939512][bookmark: _Toc275939742][bookmark: _Toc276034209][bookmark: _Toc276109792][bookmark: _Toc276645102][bookmark: _Toc275865979][bookmark: _Toc275933949][bookmark: _Toc275938826][bookmark: _Toc275939054][bookmark: _Toc275939285][bookmark: _Toc275939513][bookmark: _Toc275939743][bookmark: _Toc276034210][bookmark: _Toc276109793][bookmark: _Toc276645103][bookmark: _Toc275865981][bookmark: _Toc275933951][bookmark: _Toc275938828][bookmark: _Toc275939056][bookmark: _Toc275939287][bookmark: _Toc275939515][bookmark: _Toc275939745][bookmark: _Toc276034212][bookmark: _Toc276109795][bookmark: _Toc276645105][bookmark: _Toc275865983][bookmark: _Toc275933953][bookmark: _Toc275938830][bookmark: _Toc275939058][bookmark: _Toc275939289][bookmark: _Toc275939517][bookmark: _Toc275939747][bookmark: _Toc276034214][bookmark: _Toc276109797][bookmark: _Toc276645107][bookmark: _Toc275866002][bookmark: _Toc275933972][bookmark: _Toc275938849][bookmark: _Toc275939077][bookmark: _Toc275939308][bookmark: _Toc275939536][bookmark: _Toc275939766][bookmark: _Toc276034233][bookmark: _Toc276109816][bookmark: _Toc276645126][bookmark: _Toc275866003][bookmark: _Toc275933973][bookmark: _Toc275938850][bookmark: _Toc275939078][bookmark: _Toc275939309][bookmark: _Toc275939537][bookmark: _Toc275939767][bookmark: _Toc276034234][bookmark: _Toc276109817][bookmark: _Toc276645127][bookmark: _Toc275848031][bookmark: _Toc275854065][bookmark: _Toc289240423][bookmark: _Toc362253028] Calibration and Registration
[bookmark: _Toc289240424][bookmark: _Toc362253029] Constraints on PVS (e.g., Calibration and Registration)
The following constraints must be met by every PVS.  These constraints were chosen to be easily checked and to provide proponents with feedback on their model's calibration intended search range
	Factor
	Limitation
	Other Details

	Luminance Gain
	Maximum ± 20%
	

	Luminance Offset
	Maximum ± 50
	

	Horizontal Shift
	HD Maximum ± 16 pixels
	

	Vertical Shift
	Maximum ± 5 lines
	

	Spatial Scaling
	No visibly obvious scaling
	

	Color Space
	Must appear correct
	For example, a red apple should not mistakenly rendered be rendered "blue" due to a swap of the Cb and Cr color planes.

	Frozen Frames & Pure Uni-Color Frames
	No more than ½ of a PVS.
	For example, from over-the-air broadcast lack of delivery.

	First 2-sec and last 2-sec of edited PVS
	May not contain pure uni-color frames.
	The reason for this constraint is that the viewers may be confused and mistake the uni-color for the end of sequence.

	Field Order
	Field order must not be swapped
	For example, field one moved forward in time into field two, field two moved back in time into field one.

	SRC Video Pre-Roll
	When creating PVSs, a SRC with +2 second of extra content before and after should be used. 
	These ±2sec pre-roll will typically not be visible within the edited PVS. The intention is that the PVS matches the SRC without this ± 2sec pre-roll.

	Total Extra Frames
	All of the content visible in the edited PVS must be contained within the SRC plus ± 2sec pre-roll.
	Recommend ≤ 1 second

	Total Frame Loss
This includes both the beginning and the end. Thus, total frame loss = maximum frame loss at start + maximum frame loss at end. 
	Maximum 2 seconds
	Recommend ≤ 1 second


	Each Rebuffering Event (pausing without skipping)
	From 0.5 sec, up to 50% of the SRC length
	Recommend ≤ 3 seconds

	Each Skipping Event 
	Maximum 5 seconds skipped
	Recommend ≤ 3 seconds 

	First 1-sec and last 1-sec of edited PVS
	Must contain at least four unique frames, provided the source content is not still for those seconds.
	

	AV Synchronization
	Max +/-1 s
	

	Audio Delay Variation
	+/- 500 ms
	Related to sporadic, sudden changes of the delay

	Audio Clock Drift
	<= +/-1% relative to the SRC
	Related to continuous, smooth delay changes.

	Audio Delay
	+/-2s
	Where is the reference point? After the preroll?

	Video Delay
	+/-2s
	Where is the reference point? After the preroll?




Note that “Total Frame Loss” and “Total Extra Frames” refer to the duration of the edited PVS. Anything can happen in-between (freezing with/without skipping, skipping, fast forward) as long as they meet the aforementioned conditions. The video should not play backwards, because this is an unnatural impairment.  However, the video may jump backwards in time in response to a transmission error, or display a portion of a previous frame along with the current frame.  
Figure 1 shows three examples of total lost frames for a VGA test with no rebuffering.  The edited SRC and PVS are 10sec duration. The SRC are shown with the 2sec preroll before and after (i.e., beyond the dotted line). The arrows indicate the time alignment of the first and last frame of the PVS, with matching colors indicating where the PVS content matches the SRC content. In the top example, frames are lost from at the end of the edited PVS; in the middle example, frames are lost at the beginning of the edited PVS, and in the bottom example, frames are lost from both the beginning and the end. 
Similarly, figure Figure 2 shows three examples of total extra frames for a VGA test with no rebuffering.
The loss or extra frames at both the beginning and end of the PVS must be considered (e.g., the bottom examples of Figure 1 and Figure 2) 
If possible, the beginning of the source and the beginning of the PVS should be aligned.
PVS, Loss at End 
PVS, Loss at Beginning 
PVS, Loss at Both Ends 
2sec Preroll
2sec Preroll
2sec Preroll
2sec Preroll
2sec Preroll
2sec Preroll
SRC
SRC
SRC
10sec

[bookmark: _Ref328581815]Figure 1, total frame loss, shown for 10 s SRC and PVS without rebuffering.


PVS, Extra Frames at Beginning 
PVS, Extra Frames at Both Ends 
2sec Preroll
2sec Preroll
SRC
SRC
SRC
10sec
2sec Preroll
PVS, Extra Frames at End 
2sec Preroll
2sec Preroll
2sec Preroll

[bookmark: _Ref328581837]Figure 2, total extra frames, shown for 10 s SRC and PVS without rebuffering.

The intent of this test plan, is that all PVSs will contain realistic impairments that could be encountered in real delivery of HDTV (e.g., over-the-air broadcast, satellite, cable, IPTV).  If a PVS appears to be completely unrealistic, proponents or ILGs may request to remove or replace it. ILGs will make the final decision regarding the removal or replacement. 
Calibration checks will only be performed on the portions of PVSs that are not anomalously severely distorted (e.g. in the case of transmission errors or codec errors due to malfunction). 
 Subjective Test Design
The goal of this experiment is to explore realistic impairments. This means that the range of quality will be different for the audio and video impairments. 
A full matrix of audio HRC by video HRCs is not desirable. This will result in too few audio HRCs and too few video HRCs.
A common set of audiovisual sequences should be used.
[bookmark: _GoBack]
[bookmark: _Toc362253030] Definition and Calculation of Gain and Offset in a PVS
Before computing luma (Y) gain and level offset, the original and processed video sequences should be temporally aligned.  One delay for the entire video sequence may be sufficient for these purposes.  Once the video sequences have been temporally aligned, perform the following steps.
Horizontally and vertically cropped pixels should be discarded from both the original and processed video sequences.
The Y planes will be spatially sub-sampled both vertically and horizontally by 32.  This spatial sub-sampling is computed by averaging the Y samples for each block of video (e.g., one Y sample is computed for each 32 x 32 block of video).  Spatial sub-sampling should minimize the impact of distortions and small spatial shifts (e.g., 1 pixel) on the Y gain and level offset calculations.
The gain (g) and level offset (l) are computed according to the following model:

		(1)							(1)
where O is a column vector containing values from the sub-sampled original Y video sequence, P is a column vector containing values from the sub-sampled processed Y video sequence, and equation (1) may either be solved simultaneously using all frames, or individually for each frame using least squares estimation.  If the latter case is chosen, the individual frame results should be sorted and the median values will be used as the final estimates of gain and level offset. 
Least square fitting is calculated according the following formula:
	g = ( ROP – RORP )/( ROO – RORO ), and	(2)
	l = RP - g RO	(3)							(3)
where ROP, ROO, RO and RP are:
	ROP = (1/N)  O(i) P(i)	(4)
	ROO = (1/N)  [O(i)]2	(5)
	RO = (1/N) O(i)	(6)
	RP = (1/N)  P(i)	(7)
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