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Recommendation ITU-T <No.>
Taxonomy of telemeetings from a QoE perspective
Summary
This recommendation provides a taxonomy on the different possible types of telemeetings, focussing on aspects that are crucial for Quality of Experience (QoE) assessment. The purpose is to facilitate the selection of appropriate quality assessment methods as well as an appropriate reporting and interpretation of results.
Keywords
Telemeeting, taxonomy, QoE, assessment
1	Scope
Telemeeting systems can be realized in numerous ways, ranging from telephone conference bridges over audiovisual computer-based solutions to high-end telepresence systems and XR meetings. The solutions can differ in various aspects such as required devices with different form factors and setup complexity, used transmission technology and communication modality, included collaboration and management features, etc.
For a proper quality assessment of telemeeting systems a structured method to characterize these different types of systems is required. On the one hand, this will facilitate precise comparison of telemeeting systems and their quality. On the other hand, this will help to avoid misinterpretation of assessment results, which may arise due to comparing results of different telemeeting systems that are too different in their character.
For that reason, the present recommendation provides a taxonomy for characterizing telemeeting systems, focussing on those aspects that are crucial for Quality of Experience (QoE) assessment. The present recommendation builds on existing definitions as given in ITU recommendations G.100/P.10, G.1000, and P.1301. Moreover, the present recommendation outlines how such a characterization can be used for choosing appropriate QoE assessment methods by referring to relevant ITU recommendations such as G.1011, P.1301 and P.1310.
2	References
The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.
[ITU-T G.100/P.10]	Recommendation ITU-T P.10/G.100 (2017), Vocabulary for performance, quality of service and quality of experience.
[ITU-T G.1011]	Recommendation ITU-T G.1011 (2015), Reference guide to quality of experience assessment methodologies.
[ITU-T G.1035]	Recommendation ITU-T G.1035 (2021), Influencing factors on quality of experience for virtual reality (VR) services.
[ITU-T P.1301]	Recommendation ITU-T P.1301 (2017), Subjective quality evaluation of audio and audiovisual multiparty telemeetings.
[ITU-T P.1310]	Recommendation ITU-T P.1310 (2017), Spatial audio meetings quality evaluation.
[ITU-T P.1320]	Recommendation ITU-T P.1320 (2022), Quality of experience assessment of extended reality meetings.

3	Definitions
3.1	Terms defined elsewhere
This Recommendation uses the following terms defined elsewhere:
3.1.1	QoE [G.100/P.10].
3.1.2	QoS [G.100/P.10].
3.1.3	Virtual reality (VR) [P.1320].
3.1.4	Augmented reality (AR) [P.1320].
3.1.5	Extended reality (XR) [P.1320].
3.1.6	QoE influencing factors [ITU-T G.100/P.10].
3.1.7	Telemeeting [P.1301].
3.1.8	Degree of Freedom (DoF) [G.1035].

3.2	Terms defined in this Recommendation
This Recommendation defines the following terms:
3.2.1	None.
4	Abbreviations and acronyms
This Recommendation uses the following abbreviations and acronyms:
AR	Augmented Reality
CIF	Context Influence Factor
DoF	Degree of Freedom
HIF	Human Influence Factor
HMD	Head-Mounted Display
HOA	Higher Order Ambisonics
HRTF	Head-Related Transfer Functions
MR	Mixed Reality
QIF	Quality Influence Factor
QoE	Quality of Experience
QoS	Quality of Service
SIF	System Influence Factor
VBAP	Vector Base Amplitude Panning
VR	Virtual Reality
WFS	Wave Field Synthesis
XR	Extended Reality

5	Conventions
None.
6	Purpose and Use Cases
This recommendation builds on a tool to systematically characterize technical and non-technical aspects of telemeetings from a QoE perspective, here referred to as Telemeeting Profile Template. As described in Clause 8 of this Recommendation, this tool can be seen as a kind of checklist that is based on the concept of attribute-value pairs: The attributes refer to the characteristic aspects of the telemeeting; the values represent possible instantiations for each aspect.
In that respect, this tool can serve different purposes, depending on the actual application scenario. To illustrate this, three examples are given that address researchers and practitioners who are conducting QoE assessment of telemeeting systems, either during development or when the system is already in operation.
Application Scenario 1) Finding an appropriate QoE assessment method
First, the Telemeeting Profile Template can help to obtain a more systematic characterization of the telemeeting, which can assist to better specify the assessment scenario and subsequently to find an appropriate QoE assessment method. Second, such a detailed characterization of telemeetings can also help to identify whether an existing assessment method may be used without change, whether an existing method needs to be modified, or whether a new method needs to be developed.
Application Scenario 2) Communicating about Telemeeting QoE
Since telemeetings can be very different in their character, a precise communication about them can become challenging. For instance, when a researcher or practitioner is reporting about a comparison between different telemeeting systems in terms of QoE, the reporting person needs to be able to correctly interpret results in the context of the respective use case and system instances. Here, the Telemeeting Profile Template can help to clarify the characteristics of the telemeetings that have been addressed in the assessment campaign, which in turn minimizes the risk of misinterpretation and miscommunication. 
In order to balance between concise communication and using the extensive list of attributes provided by the Telemeeting Profile Template, see Clause 8, it is recommended to separate between an analysis/comparison step and a communication step. This means that the full template is used to identify all relevant commonalities or differences between the evaluated telemeetings, while only a limited set of main aspects - those that have been identified during the QoE assessment to be highly relevant - is used in the communication.
Application Scenario 3) Describe a telemeeting use case in terms of needs and identify necessary requirements from a QoE perspective
The Telemeeting Profile Template may be used by a system developer to identify a list of qualitative requirements that need to be considered from a QoE perspective. It should be emphasized that it is not the purpose to specify quantitative requirements in terms of values or the like, as this is subject to other standards. Instead, the aspects in the Telemeeting Profile Template are discussed from the perspective of the users and should be seen as qualitative requirements, with the intention to strive for a better understanding of the link between use cases and appropriate technology.
Starting point is to describe the social interaction use cases by adopting the Telemeeting Profile Template to identify both relevant attributes in terms of needs that characterize the use case and relevant attributes for which requirements should be defined depending on the needs.
After having obtained this overview of relevant aspects, the next step is to plan the technical work to be done and, if applicable, to identify respective standards on technical requirements.


7	How to apply the Telemeeting Profile Template
While the exact application of the Telemeeting Profile Template depends on the actual application scenario, a generic five-step procedure is recommended as follows:
1.     Examine the application scenario in terms of the purpose of the QoE assessment at hand as well as the use cases in terms of the telemeeting scenarios to be investigated
2.     Go through the Telemeeting Profile Template, i.e., the list of attributes outlined in Clause 8 of this recommendation
3.     Determine which of those attributes are relevant, typical or characteristic for the telemeeting use cases and, if applicable, also the QoE assessment scenario
4.     If necessary or desired: identify, measure or write down descriptors for each considered attribute
5.     Use the structured characterization obtained in this way, i.e., the list of relevant attributes with or without corresponding descriptors, as required by the application scenario at hand
Notes: 
Appendix I gives examples on how Steps 1 – 3 can be performed. 
Appendix II gives examples for descriptors that could be used for Step 4. 
Specific advice for implementing Step 5 is not part of this recommendation. However, the examples in Clause 6 may be used for orientation on how to proceed.
This Recommendation includes an electronic attachment containing the Telemeeting Profile Template in spreadsheet format.
8	Description of the Telemeeting Profile Template
8.1	General concept of the Telemeeting Profile Template
The Telemeeting Profile Template can be seen as a kind of checklist that is based on the concept of attribute-value pairs: The attributes refer to the characteristic aspects of the telemeeting; the values represent possible instantiations for each aspect. As an example, one attribute is the communication mode, and possible values are audio, visual, audiovisual, tactile, text type, and graphics. Combinations of values are possible as well, e.g., audiovisual communication with additional text chat and so forth. As the example shows, the values are not per se numerical values. Hence, to avoid confusion, the instantiations of an attribute are referred to as descriptors in the remainder of this recommendation.
Concerning the list of attributes, this recommendation uses the Quality Influence Factors (QIFs), see [b-Qualinet, b-Reiter, ITU-T Rec. P.1320] and QoE constituents, see ITU-T Rec. P.1320 and [b-Skowronek2022a], as a tool to characterize telemeetings. This list of attributes has been developed over the last few years within the context of writing the aforementioned documents and it should be emphasized that the list is expected to evolve further with the progress of new XR-based telemeeting systems.
Concerning the descriptors, a good balance between covering all different possibilities and keeping the Telemeeting Profile Template manageable and comparable is necessary. This, for instance, is the case when an attribute refers to some technology aspect which can have many different implementations and thus many different descriptors. For that reason, a higher-level description is recommended, such as monotic, diotic, stereo, binaural, multichannel as example descriptors for the attribute spatial audio reproduction.

8.2	List of Quality Influence Factors as attributes for the Telemeeting Profile Template
Quality Influence Factors (QIFs) have been introduced in [b-Qualinet] as: “Any characteristic of a user, system, service, application, or context whose actual state or setting may have influence on the Quality of Experience for the user.” ITU-T Recommendation P.10 defines QoE influencing factors to “include the type and characteristics of the application or service, context of use, the user's expectations with respect to the application or service and their fulfillment, the user's cultural background, socio-economic issues, psychological profiles, emotional state of the user, and other factors whose number will likely expand with further research.” 
The variety of Quality Influence Factors given by these definitions has been structured into three main categories Human Influence Factors (HIFs), System Influence Factors (SIFs) and Context Influence Factors (CIFs), see [b-Qualitet, b-Reiter].
Moreover, as these three main categories of QIFs are not always fully separable [b-Reiter], the Telemeeting Profile Template considers in addition Mixed Influence Factors (MIFs), which represent those QIFs that fall between two or even all three categories. In addition, it should be noted that several Quality Influence Factors are strongly linked to or can be considered as Quality of Service (QoS) parameters, especially the System Influence Factors.
To further structure the list for the Telemeeting Profile Template, the different categories are divided in several sub-categories, each consisting of individual QIFs that share some common aspects.
Figure 1 visualizes the categories and sub-categories, while the full list of QIFs is given Figures 2 and 3. Note that the figures were created by merging the lists of QIFs discussed in ITU-T Rec. P.1320 and in [b-Skowronek2022a]. Further background information about the individual QIFs can be found in ITU-T Rec. P.1320, in [b-Skowronek2022a], in the supplementary material of that paper in [b-Skowronek2022b] and in [b-Skowronek2022c].

[image: ]

FIGURE 1. Visualization of the different categories and subcategories of Quality Influence Factors (QIFs) used for the Telemeeting Profile Template, previously presented in [b-Skowronek2022a]. The categories are expressed as Human, Context and System Influence Factors and their combinations (Mixed Influence Factors). Each category contains several subcategories which in turn consist of individual QIFs.
[image: ]
FIGURE 2. System and Human Influence Factors used for the Telemeeting Profile Template.
[image: ]
FIGURE 3. Context and Mixed Influence Factors used for the Telemeeting Profile Template.
8.3	List of QoE constituents as attributes for the Telemeeting Profile Template

According to ITU-T Rec. P.1320, a “QoE constituent is formed during an individual's experience of a service and contributes to its QoE”, which means that QoE constituents cover additional QoE-relevant characteristics of a telemeeting and are therefore included in the Telemeeting Profile Template.
Moreover, ITU-T Rec. P.1320 explains that “a QoE constituent can encompass aspects that are linked to the perception of speech, audio or video signals as well as other aspects such as, for instance, simulator sickness, immersion, feeling of presence, feeling of co-presence or usability.” 
Furthermore, ITU-T Rec. P.1320 differentiates between QIFs and QoE constituents by highlighting that QoE constituents are formed inside the QoE formation process in the experiencing person's mind, while QIFs can either influence this QoE formation process or can influence all signals and contextual information of the telemeeting that form the input to the QoE formation process. For a more detailed discussion on the relation between QIFs and QoE constituents, the reader is referred to ITU-T Rec. P.1320 and [b-Skowronek2022a].
Figure 4 lists the QoE constituents used for the Telemeeting Profile Template, which was created by merging the QoE constituents discussed in ITU-T Rec. P.1320 and in [b-Skowronek2022a].

[image: ]
FIGURE 4. QoE constituents used for the Telemeeting Profile Template.


Appendix I

Using the Telemeeting Profile Template to describe use cases
(This appendix does not form an integral part of this Recommendation.)

This appendix describes in more detail how the Telemeeting Profile Template may be used to describe three use cases in which immersive sound technologies (also referred to as spatial audio technologies) are applied, and in which a system developer is interested to identify a list of requirements that need to be considered from a QoE perspective. Hence, this appendix refers to the third application scenario outlined in Clause 6 of the main body of this recommendation.
Focussing on social interaction scenarios, this appendix outlines a way of finding an optimal mapping of the technology and the use case. As a disclaimer, it is not the purpose to specify quantitative requirements in terms of values or the like, as this is subject to other standards. Instead, the aspects in this appendix are discussed from the perspective of the users and should be seen as qualitative requirements, with the intention to strive for a better understanding of the link between use cases of social interaction and appropriate technology for immersive sound.
Starting point is to describe the social interaction use cases by adopting the Telemeeting Profile Template to identify a subset of relevant attributes (i.e., QIFs and QoE constituents) and to structure this subset in two parts: The first part contains a list of attributes that characterize the use case in terms of needs; the second part contains a list of attributes for which requirements should be defined depending on the items in the first part.
Practically, this can be done by taking the Telemeeting Profile Template and marking the relevant attributes with an N for needs and R for requirements. Doing this for the three use cases described in the subsections below leads to three lists with Ns and Rs. In Figures I.1 to I.5 these lists are combined across the three use cases for illustration purposes. After having obtained this overview of relevant aspects, the next step is to discuss the needs and respective technical requirements, which is exemplarily done in the next paragraphs.



[image: ]
FIGURE I.1. Overview of relevant attributes for the three Example Use Cases 1 to 3 – part 1.
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FIGURE I.2. Overview of relevant attributes for the three Example Use Cases 1 to 3 – part 2.
[image: ]
FIGURE I.3. Overview of relevant attributes for the three Example Use Cases 1 to 3 – part 3.
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FIGURE I.4. Overview of relevant attributes for the three Example Use Cases 1 to 3 – part 4.



[image: ]FIGURE I.5. Overview of relevant attributes for the three Example Use Cases 1 to 3 – part 5.


I.1 Example Use Case 1:  Multiparty, one-per-site, audio-only telemeeting in a business context, lasting for two hours
According to ITU-T Rec. P.1301, a multiparty one-per-site business telemeeting (N-Attributes C01 and C02) means that more than two sites are connected (N-Attribute C04) and at each site only one person is present (N-Attribute C03). Thus, the technical requirements in terms of sound capture and signal processing are similar to those of setups without immersive sound. Examples to be considered are the type and positioning of the microphone(s) (R-Attribute M19), as well as signal processing algorithms for automatic gain control, environmental noise reduction, echo cancellation, dereverberation and so forth (R-Attribute S14).
Concerning the sound reproduction, the situation can be analyzed as follows: Being a two hour long multiparty meeting, this example is challenging for participants in terms of experienced cognitive load and fatigue (R-Attribute QC07). To reduce such effects and make it a suitable replacement of a face-to-face meeting (R-Attribute M01), the system should provide a good spatial separation of the participant voices through adequate spatial representation (R-Attribute S02) and reproduction (R-Attribute S06). For headphone-based systems, for instance, this translates to the performance of the binaural synthesis in terms of the used cues (i.e., the head-related transfer functions or binaural room impulse responses) and the spatial and temporal precision of tracking the head orientation of the listeners (if any applied). Together with high speech signal quality (R-Attribute S14), reasonable end-to-end delay (R-Attribute S18) and reliable network behavior (R-Attribute S19), spatial separation helps to ensure a good focal assurance (N-Attribute M24).  Furthermore, the system should take individual cognitive processing abilities into account (N-Attribute H05).
 
I.2 Example Use Case 2:  Two-party meeting in a VR meeting room in a leisure time context, connecting close friends
With the purpose of fulfilling social needs of the participants (N-Attributes C01 and C02), this use case can be characterized by the need to create a feeling of co-presences or even social presence (N-Attribute CQ03) of two participants (R-Attribute C03) at two sites (R-Attribute C04). Thus, the two close friends in this example use case have the need to maintain their degree of mutual friendship (N-Attribute H29) which can be achieved by feeling connected to each other even over the physical distance between them. Moreover, the use case is also an example of a multimodal communication mode (N-Attribute S01) requiring a high degree of realism (N-Attribute S09). These needs translate into a VR environment that sets high requirements for the auditory (R-Attribute S02) and visual representation (R-Attribute S04) of the participants, which in turn can be challenging not only in terms of the technology but also in terms of perceptual effects such as the uncanny valley effect.
Notice that in such a VR environment, the auditory and visual representation of the environment should be designed such that individual differences of participants’ propensity for immersion (N-Attribute H13) and susceptibility to simulator sickness (N-Attribute H14) is taken into account.
Moreover, as the meeting is taking place in a leisure time between two friends (R-Attribute C03), the use case can also be characterized by a very low degree of formalism (N-Attribute H18) and moderation (N-Attribute H17) of the conversation. That means, the system should support a natural conversation flow close to a face-to-face situation, which can be achieved by adequately transmitting non-verbal communication signals (R-Attribute M05) and ensuring low end-to-end delay (R-Attribute S18).
 
I.3 Example Use Case 3:  Multiparty collaboration connecting two physical meeting rooms via AR 
This use case means that at least at one out of two sites (N-Attribute C04) multiple persons are present in the same physical room (N-Attribute C03), which eventually leads to a mixture of face-to-face and mediated conversation (N-Attribute C05). For contemporary systems without immersive sound (R-Attribute M04), this already translates into requirements for the sound capture and signal processing that are usually more challenging compared to Use Case 1 because multiple persons need to be adequately captured (R-Attribute M19). This in turn puts higher demands on the different signal processing stages (R-Attributes S13 and S14), for instance due to a variety of locations and distances between microphones and the persons. Moreover, if the benefits of spatial audio shall be fully exploited, not only a good signal to noise ratio is necessary but also the capturing of the direction and ideally a good separation of the speech signals from individual speakers in that room. Depending on the room setup, this in turn can translate into smart controls for close-talk table microphones or beam forming and source separation algorithms for microphone arrays.
Concerning the sound reproduction, the requirements for the spatial sound reproduction technology (R-Attributes S02, S04 and S06) are similar to non-interactive use cases. Considering loudspeaker-based systems as the appropriate approach for this use case, example challenges are the provision of sufficiently large sweet-spots for surround sound or HOA systems (R-Attribute M21), or the reduction of artifacts for focussed sources in WFS systems (R-Attribute S02).
Next to these considerations, this use case also concerns collaboration (R-Attribute S08), which results in a need for high degrees of freedom (N-Attribute S10) and involvement (N-Attribute H21). Combining these needs with the fact that multiple persons are present in one room suggests that the required communication mode uses AR. A good collaboration in such an AR experience could further benefit from a mental model of the common communication environment (R-Attribute QC06; R-Attributes M23 and M25) that is shared by all participants. These collaboration aspects translate into a set of technical requirements concerning the auditory and visual representations of participants and especially the environments (R-Attributes S02–S05). To the best of the authors’ knowledge, the capturing (R-Attribute M04), reproduction (R-Attributes S06 and S07), and creation of the (virtual) communication environment (R-Attribute S08), and for AR in particular the mixture of real and virtual environments (N-Attribute C05), is currently subject for further study. In the auditory domain, ongoing research on plausible (R-Attribute CQ04) representations of real acoustic rooms in virtual environments and on the consideration of neighbouring rooms that are acoustically coupled by open doors etc. could form the basis for respective applications.


Appendix II

Examples of values and descriptors that may be used in the Telemeeting Profile Template
(This appendix does not form an integral part of this Recommendation.)

The Telemeeting Profile Template can be considered as a set of attribute-value-pairs, whereas this recommendation refers to the values as descriptors, as those descriptors are not necessarily numerical values. As attributes it is recommended to use the Quality Influence Factors and QoE constituents listed in Clause 8 of this recommendation. With respect to the descriptors, this recommendation does not define a mandatory list of such descriptors. However, the examples of possible descriptors in this appendix (Figures II.1 to II.10 may be helpful to the users of this recommendation when filling in the Telemeeting Profile Template for a given set of telemeetings.
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FIGURE II.1. Examples of descriptors for the Telemeeting Profile Template – part 1.
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FIGURE II.2. Examples of descriptors for the Telemeeting Profile Template – part 2.
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FIGURE II.3. Examples of descriptors for the Telemeeting Profile Template – part 3.
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FIGURE II.4. Examples of descriptors for the Telemeeting Profile Template – part 4.
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FIGURE II.5. Examples of descriptors for the Telemeeting Profile Template – part 5.
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FIGURE II.6. Examples of descriptors for the Telemeeting Profile Template – part 6.
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FIGURE II.7. Examples of descriptors for the Telemeeting Profile Template – part 7.
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FIGURE II.8. Examples of descriptors for the Telemeeting Profile Template – part 8.
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FIGURE II.9. Examples of descriptors for the Telemeeting Profile Template – part 9.
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FIGURE II.10. Examples of descriptors for the Telemeeting Profile Template – part 10.
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Perceived importance of subject

Scale: ranging from “Extremely Low” to “Extremely High”
Alternatively: feeling and value-related categories used in
[b-Schiefele1996]

[ TIT]

(

Personal goals and intentions

Descriptions in terms of Do-Goals and Be-Goals [b-Hassenzahl2008]

Scale: ranging from “Unfamiliar” to “Expert”

U __JOUOU U

Speaker’s experience with lack of backchannel (
signals

(

Propensity for immersion

Scale: ranging from “Extremely Low” to “Extremely High”

— - - r “
—( H14: Susceptibility to simulator sickness )—> Scale: ranging from “Extremely Low” to “Extremely High”
Alternatively: individual items or main factors from the Simulator
= = Sickness Questionnaire [b-Kennedy1993]
Conversation behavior ) ~ J
—( H15: Reactions to questions or statements )—V-' Terms derived from the different types of conversations defined in
[b-Mengis2008]
\ J
—( H16: Amount of intended interruptions )—>( Scale: ranging from “Extremely Low” to “Extremely High” J
- r “\
—( H17: Degree of moderation )—> Scale: ranging from “Extremely Low” to “Extremely High”
Alternatively: terms derived from the different types of conversations
L defined in [b-Mengis2008] )
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( Human Influence Factors )

—( Conversation behavior )

T----

4 3\
Scale: ranging from “Extremely Low” to “Extremely High”
Alternatively: terms derived from the different types of conversations
L defined in [b-Mengis2008] )
's - - A
Scale: ranging from “Extremely Low” to “Extremely High”
Alternatively: terms derived from the different types of conversations
defined in [b-Mengis2008]
¢ J
's - - A
Scale: ranging from “Extremely Low” to “Extremely High”
Alternatively: terms derived from the different types of conversations
defined in [b-Mengis2008]
G J
Options (multiple-choice), inspired by [b-Schmitt2014]:
*  Active
. Non-Active
G J

Scale: ranging from “Extremely Bad” to “Ideal”

Scale: ranging from “Extremely Low” to “Extremely High”

Scale: ranging from “Extremely Low” to “Extremely High”

H18: Formality of conversation
H19: Communication discipline in terms of
conversation management
H20: Communication discipline in terms of content
of contributions
H21: Active vs. Non-active speakers / Degree of
involvement
—( H22: Pronunciation
—( H23: Listener’s suppression of backchannels
—( H24: Adaptability of communication behavior
H25: Discipline to share information stemming
from offline discussions
—( Relations between participants )

Scale: ranging from “Extremely Low” to “Extremely High”
Alternatively: terms derived from the different types of conversations
defined in [b-Mengis2008]

—( H26: Status

Descriptors for the social / professional status, e.g. in terms of
hierarchies, or in terms of leadership in the organization or during the

conversation (e.g. leader vs. non-leader, see e.g. [b-Schoenenberg2011])

Role

—( H27:

Descriptors in terms of a person’s function in the organization or during
the conversation e.g. decision maker, specialist, moderator, etc.

—( Has:

Trust

Scale: ranging from “Extremely Low” to “Extremely High”

Degree of mutual acquaintanceship /
friendship / colleagueship

—( H29:

Scale: ranging from “Extremely Low” to “Extremely High”

) \J N

—( H30:

Mixture of personal goals and intentions

Scale: ranging from “Extremely Diverse” to “Extremely Coherent”
Alternatively: in terms of Do-Goals and Be-Goals [b-Hassenzahl2008]

—{( H31:

Mutual expectations from each other

—( Language and body language aspects )

Scale: ranging from “Extremely Diverse” to “Extremely Coherent”

—

H32: Mixture of native and non-native speakers

—(

Scale: ranging from “Extremely Diverse” to “Extremely Coherent”

H33: Mixture of body languages

—(

Scale: ranging from “Extremely Diverse” to “Extremely Coherent”
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( Context Influence Factors )

—( Use case )

—( CO01: Purpose of the telemeeting

[

—( C02: Needs and benefits

[

—( Communication scenario )

—( C03:  Number of participants

—( C04: Number of sites

Mixture of face-to-face and mediated
communication

—[ CO5:

Il

—( Communication environment )

—( C06: Acoustical situation

I

—( C07: Optical/lighting situation

I

—( Time Aspects )

C08: Temporal changes of the context, e.g.,
difference in usage time, number, duration

and timing of sessions

Time of the day for participants in different
time zones

—[ 09:

J—

( Terms from McGrath’s task circumplex [b-McGrath1984]
Alternatively, options (multiple-choice):
. Professional / business

. Private / leisure time
Alternatively, options (multiple-choice):
¢ Accomplishing tasks

*  Fulfilling social needs

*  Exchanging information
Alternatively, descriptors such as

. Long-distance meeting

e Strategic discussions

L Remote learning

Descriptors such as

*  More Effective use of time

*  Save travelling cost

*  Allow for short meetings of remote people
L Enforced measures due to a pandemic

( Integer number

Alternatively, options (single-choice):

. 2

. >2

L to differentiate two-party and multiparty telemeetings

( Integer number

(" Integer number of participants for each site
Alternatively, options according to [b-ITU-P1301]:
*  One Participant Per Side

e Multiple Participants Per Site

Alternatively, options:

*  Pure Mediated Conversation

L . Mixed Face-To-Face and Mediated Conversation

(" Background noise level at microphone position

Alternatively: descriptors for type of background noise

Alternatively: descriptors such as “Noisy” and “Silent” (with reference to
definitions used)

Alternatively: reverberation parameters (e.g. T60) of the room
Alternatively: categorization of the room according to standards (e.g.

L Compliant To ITU-T P.800, Compliant To ITU-R BS.1116.3)

(" Measured illuminance at face

Alternatively or in addition: measured illuminance at background of
person

Alternatively or in addition: measured illuminance of display and
background around display

Alternatively or in addition: color temperature of the room lighting
Alternatively: descriptors such as Bright and Dark (with reference to
definitions)

Alternatively: categorization of the room according to standards (e.g.
L Compliant To ITU-T P.910)

( Descriptors in terms when the system is used at different usage time, i.e. )

*  meetings take place at normal usage times (normal working days /
working hours)

*  Peak usage times

*  Low usage times (e.g. weekend, at night)

. Mixture of usage times

Alternatively, descriptors in terms of how often or fast the context is

changing, e.g.

*  Context unchanged between meetings

*  Context differs between meetings

° Context changes during a meeting

(" Time of the day for each participant
Alternatively, options:

*  All participants in same time zone

*  Participants from different time zones





image17.png
( Mixed System-Context Influence Factors

)

_(

)

System fitness for use case

"

system

_[

_[

_[

L(

—( MO7: Inclusion of physical shared workspace

—( MO08: Cyber Physical System

( Options (multiple-choice):
. None

Present but not transmitted over system (e.g. whiteboard in room
that is not captured by a camera)

Present and transmitted over system (e.g. camera captures
whiteboard in room)

Fully included as system design component (e.g. room is designed to
optimize experience such as telepresence rooms)

Fully included as Cyber Physical System

(.

MO1: Suitability of having a telemeeting instead of a (scale ranging from “Extremely unsuitable for use case” to “Extremely )
face-to-face meeting (related to needs and suitable for use case”
benefits) Alternatively, list of suitable and non-suitable use cases (see e.g. Context
Influence Factors — Purpose)
Alternatively, list of advantages compared to face-to-face meetings such
as
*  Suitable For Specific User Group
*  Suitable For Large Audiences
Signal transduction between environment and *  Suitable For Large Organization
] *  High Legal And Reference Value
MO02: Electro-acoustical transduction (e.g., (" scale describing the quality of the transduction, e.g. 5-point ACR )
background noise) [b-ITU-P800] or Extended Continuous Scale [b-ITU-P851]
Alternatively, descriptors in terms of standardized characteristics, e.g.
Double-Talk Performance according to [b-ITU-P340] and other
L parameters from the ITU-T P.300 and P.500 series )
M03: Electro-optical/visual transduction (e.g., (" scale describing the quality of the transduction, e.g. 5-point ACR )
environmental lighting such as too dark room [b-ITU-P800] or Extended Continuous Scale [b-ITU-P851]
or direct sunlight) Alternatively, descriptors in terms of standardized characteristics, e.g.
L Color Uniformity according to (IEEE-1858) )
—( Handling of side information )
MO04: Capturing, reproduction, creation of the )—}r Options (multiple-choice): h
(virtual) communication environment *  Full Suppression Of Real Environments
. Partial Suppression Of Real Environments
. No Suppression of Real Environments
Additional options (multiple-choice):
*  Full Replacement By Virtual Environment
*  No Replacement By Virtual Environment
*  Mixed Real Virtual Environment
MO5: Transmission of non-vocal communication (" List of transmitted non-vocal communication signals, e.g. )
signals *  Backchannels
*  Mutual eye gaze
*  Body postures and gestures
*  Nuances of the voice
. Facial expressions
¢ Details of dress
Alternatively, scale: ranging from “Extremely bad transmission of non-
vocal signals” to “Ideal transmission of non-vocal signals” )
MO06: Support of conversation management and ( scale: ranging from “Extremely little support of conversation )
turn-taking processes management” to “Extremely high support of conversation management”
Alternatively, scale: ranging from “Extremely disturbed turn taking
L processes” to “Extremely facilitated turn taking processes”
J
Inclusion of physical environment )
N

( Options (multiple-choice):

* None

Virtual representation but no control of physical objects/machines
for remote participants

Control of physical objects/machines by one participant possible
Control of physical objects/machines by multiple participant
possible
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( Mixed System-Human Influence Factors )

—( User’s knowledge about the system )
' N
1 MO09: Technical expertise/affinity of participants | Scale: ranging from “Novel user” to “Expert user”
with the system, its possibilities and Alternatively, scale: ranging from “Extremely little technical expertise
L limitations ) |__about system” to “Extremely high technical expertise about system”
M10: Expertise to control the system, to fix [scale: ranging from “Novel user” to “Expert user”
problems Alternatively, scale: ranging from “Extremely little experience in using
|_ the system” to “Extremely high experience in using the system”
e N g - - " N
[ M11: Transparency of system responses to P Options (multiple-choice):
technical changes, e.g. change of IP address, *  System responses unnoticed by user
L bandwidth ) *  System responses do not disrupt communication but user is
informed
*  System responses disrupt communication and user is informed
L *  System responses disrupt communication and user is not informed )
I m12: o i i ion i }—( opti iple-choice):
egree to which user interaction is necessary Options (multiple-choice):
to solve problems, e.g., re-establishing a *  System automatically recovers unnoticed by user
L dropped call ) *  System automatically recovers without disrupting communication
but user is informed
*  System automatically recovers but with disrupting communication
and user is informed
*  Communication disrupted and system requires user intervention to
\_ recover )
—[ M13: Trust that the conversation is confidential ]—V[ Scale: ranging from “Extremely little trust” to “Extremely high trust” )
(encryption, privacy, etc.)
—( M14: Operation of / interaction with microphones )_>f Descriptors such as A
*  Muting/unmuting
*  Shielding with hands
*  Coupling of other noises
*  Touching / moving / hitting the microphone
*  Multiple microphones without common signal processing active in
—( Effects of delay ) L same room )
M15: Perception of delayed responses from (" Options (multiple-choice): )
participants . No delays perceived
*  Delays perceived and attributed to the system
*  Delays perceived and attributed to the participants
\ J

( Mixed Context-Human Influence Factors )

L( Cultural Aspects )

—[ M16:

Cultural background in terms of societal
norms and expectations

-~

(.

Scales: one ranging from “Extremely indirect” to “Extremely direct”, one )
from “Extremely expectant” to “Extremely advancing”, and one from
“Extremely command-driven” to “Extremely self-dependent”

Alternatively, descriptors in terms of cultural groups, e.g. Western vs.
Asian [b-BarakovicHusic2020]

—( m17:

Cultural background in terms of working sty\es)—bv

L

Scales: one ranging from “Extremely individualistic” to “Extremely team-
oriented”, and one from “Extremely command-driven” to “Extremely
self-dependent”

—( M1s:

Cultural background in terms of
communication behavior

Y

Scales: one ranging from “Extremely opinion-driven” to “Extremely goal-
oriented”, one from “Extremely uncooperative” to “Extremely
cooperative”, and one from “Extremely indirect” to “Extremely direct”
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( Mixed System-Context-Human Influence Factors

Position of participants in environment with
respect to system components

M19: Position of participants with respect to audio
capture

_(

|

Coordinates of participants relative to audio capture

Alternatively, descriptors such as

*  Hand-held device held in conventional hand-set position (i.e.
distance to mouth <20cm)

*  Hand-held device held in arm-length away from mouth (e.g. smart
phone in hands-free mode or tablet, distance to mouth 20 ... 50cm)

*  Table device without microphone stem or hand-held device placed
on surface (e.g. smart phone in hand-free mode on a table, distance
varying, typically in order of 1 ... 3m)

*  Head-set with short microphone stem (e.g. consumer headsets,
distance to mouth 10 ... 20cm)

*  Head-set with close to mouth microphone (e.g. professional
headsets with long microphone stem, distance to mouth <5 cm)

*  Head-set with close to mouth microphone in wrong position (e.g.
too close under the nose causing breathing noise, too far away
causing low volume and bad signal to noise ratio)

*  Microphone (array) suited for larger distances and participants
within/outside intended operation range

M20: Position of participants with respect to video
capture

.

N

™

\

Coordinates of participants relative to video capture

Alternatively, descriptors such as

*  Hand-held device held in arm-length away from face (e.g. smart
phone in hands-free mode, tablet, distance to face 20 ... 50cm)

*  Table device positioned in front of participant (e.g. laptop, distance
to face 20 ... 50cm)

. Camera suited for larger distances and within/outside intended
operation range

*  Positions of participants such that camera angle allows/does not
allow capturing of all participants

M21: Position of participants with respect to audio
reproduction

_[

=

Coordinates or participants relative to loudspeakers

Alternatively, descriptors such as

*  Audio via telephone handset or headphone covering one ear (on-
ear, in-ear)

*  Audio via headphones covering both ears (on-ear, in-ear)

*  Participants close to loudspeakers as for hand-held device or laptop

*  Participants distant from loudspeakers as in meeting room

M22: Position of participants with respect to video
reproduction

¢

™

)

—( Mental model of communication scenario

Coordinates or participants relative to displays

Alternatively, descriptors such as

*  Head mounted display fully / partially covering field of view

*  Hand-held/stationary display held at distance of X times image
height (typical values for X in quality assessment contexts are
between 1 to 8 according to ITU-T Rec. P.910 or in the order of 1.5
according to ITU-R Report BT.2246, ITU-T Rec. P.1204

—( M23: Mental model of conversation partner

—(

Descriptors referring to perceived personality or attributed behavior

Focal assurance (certainty about who is
talking)

—[ M24:

(Average) percentage of focal assurance reported by participants

)—>(

Mental model of the common (virtual)
communication environment

—[ M25:

=

Descriptors referring to the degree of a common, mixed or distributed
communication environment

Alternatively, scale: ranging from “Extremely weak common
environment” to “Extremely strong common environment”

: Preconception of the system / service / brand ]—V

Descriptors referring to the users’ preconception about the system,
service, or brand
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( QoE Constituents )

—( QCo1:

Simulator sickness

—(_acoz:

Immersion

—( QCo03:

Presence, co-presence and social presence

)—>f Scale ranging from “Extremely low” to “Extremely high”

Alternatively, individual items or main factors from co-presence
\_ questionnaires cited in [b-Nowak2001]

)—>f Scale ranging from “Extremely low” to “Extremely high” )
Alternatively, individual items or main factors from the Simulator
\_ Sickness Questionnaire [b-Kennedy1993] )
4 . “ P s N\
Scale ranging from “Extremely low” to “Extremely high
Alternatively, individual items or main factors from immersion
\_ questionnaires )
~

—( QCo4:

Plausibility

)—V( Scale ranging from “Extremely low” to “Extremely high”

—{(_acos:

Ethics of XR use

JF———»( For further study

—(_acos:

Carving out mental space

)—V( For further study

_( QCO7:

Fatigue and cognitive load

)—V( Scale ranging from “Extremely low” to “Extremely high”

_( QCO08:

Ability to reach goals

)—V( Scale ranging from “Extremely low” to “Extremely high”

) U U U U\





