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Abstract—With the development of virtual reality, higher
quality panoramic videos are in great demand to guarantee
the immersive viewing experience. Therefore, quality assess-
ment attaches much importance to correlated technologies.
Considering the geometric transformation in projection and the
limited resolution of head-mounted device (HMD), a modified dis-
play protocol of the high resolution sequences for the subjective
rating test is proposed, in which an optimal display resolu-
tion is determined based on the geometry constraints between
screen and human eyes. By sampling the videos to the optimal
resolution before coding, the proposed method significantly alle-
viates the interference of HMD sampling while displaying, thus
ensuring the reliability of subjective quality opinion in terms of
video coding. Using the proposed display protocol, a subjective
quality database for panoramic videos is established for video
coding applications. The proposed database contains 50 distorted
sequences obtained from ten raw panoramic video sequences.
Distortions are introduced with the High Efficiency Video Coding
compression. Each sequence is evaluated by 30 subjects on video
quality, following the absolute category rating with hidden ref-
erence method. The rating scores and differential mean opinion
scores (DMOSs) are recorded and included in the database. With
the proposed database, several state-of-the-art objective quality
assessment methods are further evaluated with correlation analy-
sis. The database, including the video sequences, subjective rating
scores and DMOS, can be used to facilitate future researches on
coding applications.

Index Terms—Virtual reality, panoramic video, subjective
video quality database, video quality assessment, video coding.

I. INTRODUCTION

V IRTUAL Reality (VR) has attracted much attention
and massive effort has been put into related researches
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recently [1]–[3]. VR presents simulated and immersive
environment for users with a Head-Mounted Device (HMD)
displaying panoramic, stereoscopic videos [4]. Panoramic
video, one of the most primary media contents of VR, can
provide 360◦ free viewing for the viewers with a HMD and
differs greatly from the conventional, 2D videos displayed with
a flat screen [5].

The establishment of immersive scene calls for higher qual-
ity and faster transmission of panoramic videos. However,
the compression before videos reaching the viewers mostly
brings impairments to the videos. The degradation may greatly
influence the Quality of Experience (QoE). Therefore, quality
assessment methods for panoramic videos are essential in the
future development of VR and related technologies.

Both objective and subjective methods are used for qual-
ity assessment. Objective methods assess the video quality
with mathematical models, which can be conducted auto-
matically without too much human involvement. With this
advantage, objective quality assessment has been well inves-
tigated [6]–[8]. There are also some objective quality assess-
ment methods being already applied to evaluate the quality of
impaired panoramic videos [9]–[11]. For example, a Sphere
based Peak Signal-to-Noise Ratio (S-PSNR) method based on
the PSNR being widely used in quality evaluation is proposed
in [10]. The S-PSNR estimates the average quality over all
viewing directions by computing PSNR with the uniform sam-
ple points on the sphere, rather than on the mapped plane.
Additionally with the statistical results on the head motion
data, a latitude-weighted S-PSNR is further proposed with the
relative viewing frequencies on corresponding latitudes of the
sphere to better approximate the quality of viewport.

Despite the convenience of the objective models, subjec-
tive quality assessment is the most direct and reliable method
to know how the observers feel about the video quality.
Therefore, the development of subjective quality assessment is
of much necessity for evaluating the video quality and bench-
marking the performance of objective models. Organizations
such as International Telecommunication Union (ITU) [12],
Video Quality Experts Group (VQEG) [13] have recom-
mended varieties of subjective assessment test plans on images
and videos to evaluate different aspects of multimedia process-
ing systems. Protocols differ significantly given different test
aims and targets to be evaluated.

Under this circumstance, many works on subjective qual-
ity assessment are conducted for varied applications, such
as the LIVE video quality database [14] for 2D video,

0018-9316 c© 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: Wuhan University. Downloaded on March 12,2020 at 16:05:32 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-7882-1066


462 IEEE TRANSACTIONS ON BROADCASTING, VOL. 64, NO. 2, JUNE 2018

NAMA3DS1-COSPAD1 for stereoscopic sequences [15], Lutz
Goldmann et al.’s work for QoE of 3D videos [16], LIVE
Mobile Video Quality Database for mobile video over wire-
less network [17], and Jooyoung Lee et al.’s work for
mixed-resolution stereoscopic video broadcasting service [18].

However, few subjective databases for panoramic video are
publicly available currently. With unique characteristics and
being a new media content, panoramic videos call for spec-
ified subjective quality assessment databases to help figure
out the quality perceived by the viewers, which motivates the
improvements on quality of experience and coding systems.

Moreover, during subjective quality assessment, an ideal
playback system that do not bring extra artifacts to the test
videos is essential [19]. In natural video quality assessment,
the test sequences with coding artifacts are usually displayed
in a per-pixel manner in order to avoid any other quality
change. Therefore, we also try to guarantee a per-pixel pre-
sentation of the panoramic video during the test. However,
as we know, the Field of View (FoV) and resolution of the
HMD screen is limited, while the panoramic videos are com-
monly at a high resolution. Taking HTC VIVE as an example,
corresponding to the FoV of 110◦, the horizontal display reso-
lution of 8K test sequences will be approximately 2503, while
the horizontal resolution of the screen is 1080. This mismatch
inevitably leads to sampling of the videos, hiding or amplify-
ing the coding artifacts to be evaluated in the subjective quality
assessment. For example, the blocking artifact from compres-
sion may not be perceived if the video is down-sampled and
the artifact will, conversely, be more noticeable if up-sampling
is conducted.

The interference, therefore, misleads the perception of video
quality. Since the subjective quality assessment of panoramic
videos is a newly emerging topic, there are few existing
researches that can be refereed to on how to ensure the
per-pixel display of the panoramic video. Currently, existing
studies conduct subjective experiments with HMDs directly,
ignoring the influence brought by complicated optical system
and projection while compressing and displaying, which do
not meet the requirement of subjective quality assessment and
calls for further discussion.

Concerning all the aforementioned problems, a subjective
quality database for panoramic videos on coding conditions is
established in this paper. During the subjective test, the idea
of re-sampling the video to an optimal resolution before cod-
ing is proposed and is believed to be able to alleviate the
interference of the HMD display for subjective assessment.
The subjective quality assessment test is conducted based on
60 high-resolution panoramic videos with coding degrada-
tions. The Absolute Category Rating with Hidden Reference
(ACR-HR) method [20] is utilized. 30 subjects participate in
the rating test towards video quality. Furthermore, the perfor-
mance of existing objective quality assessment methods is also
evaluated using the proposed database.

Rest of the paper is arranged as follows. Section II intro-
duces some related work on quality assessment. Section III
discusses the sampling problem of panoramic video display
and optimal display protocol for subjective quality assessment.
Section IV describes the process of establishing the proposed

subjective quality database. Section V discusses the processing
of the subjective quality rating data and makes a summary of
the database. Section VI shows the performance evaluation of
some existing objective quality assessment models based on
the database. Section VII makes a conclusion for the paper.

II. RELATED WORK

Considering the significance of subjective quality assess-
ment in image and video applications, there have been various
approaches obtaining subjective quality opinions and estab-
lishing databases for different purposes. In this section, the
protocols for subjective rating tests, existing subjective qual-
ity databases and problems on sequence presentation during
subjective test are reviewed.

A. Protocols for Subjective Quality Assessment

The protocols that focus on the subjective quality assess-
ment of videos have been well studied. The assessment can be
generally classified into two categories, i.e., the methods using
Single Stimulus (SS) and Double Stimulus (DS). Different
methods are chosen according to specific aim of the test. In this
section some representative methods are described and more
possibilities can also be found in related recommendations and
reports like [20]–[22], etc.

When the test aims at figuring out the absolute quality
of the videos, Single Stimulus (SS) method can be used by
showing each sequence independently to the subject. One
of the representative method is Single Stimulus Continuous
Quality Evaluation (SSCQE) [21] that is proposed to handle
the time-varying quality of coded videos by allowing sub-
jects to rate dynamically on the quality [23]. Compared with
SSCQE, Absolute Category Rating (ACR) method [20] is eas-
ier to implement and suitable for qualification tests in that
its presentation protocol is similar to the common use of the
system.

Owning the advantage of ACR, the ACR-HR method, being
efficient and easy, shows additional superiority. Though the
sequences are displayed one at a time, the bias of scene con-
tents and reference quality can be removed by including all the
references in the rating procedure without any special identi-
fication. By rating independently on both test sequences and
references, the quality with respect to the reference can be fig-
ured out by calculating the difference between rating scores,
avoiding the impact of video content.

Double Stimulus (DS) method shows two stimuli side by
side or continuously in pairs for the subjects at the same
time so that the subjects can directly judge difference on
the quality or fidelity between the two videos. To evaluate
the fidelity of the system, Simultaneous Double Stimulus for
Continuous Evaluation (SDSCE) [21] is proposed on the basis
of the SSCQE method. With the reference shown beside the
test sequence, the subjects are asked to rate the fidelity of
the test sequences with respect to the references. Degradation
Category Rating (DCR) method [20], on the other hand, is
used for impairment evaluation, i.e., whether and to which
level the subjects can perceive the impairments.
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B. Subjective Quality Assessment

Booming technologies have brought us various types of
media contents. Based on the subjective studies mentioned
above, many subjective quality databases are established for
different kinds of contents and applications.

LIVE video quality database is one of the most widely
used 2D video subjective quality database proposed in [14]. A
subjective study was conducted to evaluate the effects of repre-
sentative video compression and communication technologies.
Each video was assessed by 38 human subjects. SSCQE
procedure was used and Differential Mean Opinion Scores
(DMOS) were recorded. As media technologies and user
demands develop, the resolution of video contents increases
significantly, and the coding, transmission and broadcasting of
stereoscopic video also prospers rapidly, the subject perception
of the videos at higher resolutions or of three dimensions are
well investigated [15], [24]. In addition to the video quality,
massive effort has been put into the research on Quality of
Experience (QoE), which aims at investigating and improv-
ing QoE of 2D or 3D videos [16], [25]. Concerning image
quality assessment, there are also many targeted databases for
various applications and image types like image retargeting
quality [26], full-reference image quality [27], Screen Content
Images (SCIs) quality [28], etc.

On the subjective quality assessment methods for panoramic
videos, there have been heated discussions, mainly focusing
on the viewport based assessment methods, which divides
the panoramic video into several parts based on the view-
ports and presents via flat screen stepwise, as the 2D video
assessment does. For example, In [29], four viewport selecting
strategies were suggested to be combined together for the sub-
jective comparison of video quality under different projection
formats. A subjective test pilot study based on the protocol
was conducted in [30] to see the impact of the discontinuous
edges from projections. The test was conducted with dynamic
viewports rendered from decoded bit stream and presented on
the LCD TV monitor. Two pre-rotation methods handling the
discontinuous edges were tested. Moreover, due to the differ-
ent FoV of the viewport of the 360◦ video from that of 2D
Standard-Dynamic Range (SDR) contents, the optimal view-
ing distance for the viewport based subjective assessment was
also proposed in [31].

Though being easy to conduct, the viewport based method
ignores some essential features of panoramic videos, which
makes it unreliable to reflect the subjective perception.
Different from these methods, we propose to allow the sub-
jects to view the video with HMD, ensuring the compact and
real view experience.

In addition, the subjective quality data is increasingly impor-
tant for the validation of related technologies. In [9], a subjec-
tive quality evaluation of panoramic videos was mentioned to
verify the proposed objective metric, which compared Equi-
rectangular projection (ERP) and Craster projection. In [32],
a tiling method for interactive panoramic systems was pro-
posed to reduce bandwidth requirement and improve quality
of experience. For validation, subjective evaluation was con-
ducted with ACR scale specified for multimedia applications
in [22]. In [33], a subjective test plan for panoramic videos was

introduced. Instead of display problem, the influence of differ-
ent viewing patterns on the observers’ psychophysical viewing
experience was specially discussed to promote the reliability
of the subjective rating scores, and the test plan was described
in detail in [34]. As one of the most basic problems that influ-
ence the QoE, the viewing discomfort has also been widely
studied, e.g., [35]–[38].

Concerning the subjective quality assessment database
focusing on the visual quality, however, little work has been
done to specifically study the quality perception of panoramic
videos associated with coding impairments or establish cor-
responding databases. With the increasing demand of bench-
marking and improving related technologies, e.g., objective
quality assessment models and coding systems, a large-scale
subjective quality assessment database for panoramic videos
is of great necessity.

C. Display Protocol of Panoramic Sequences With VR HMDs

In subjective quality assessment, the proper presentation
of test sequences is essential to the reliability of evalua-
tion. The subjective rating will be disturbed if unexpected
change on quality is introduced to the sequences by the pre-
sentation method as mentioned before. Therefore, the videos
are supposed to be presented in a per-pixel manner without
any sampling to guarantee least quality change other than
coding impairments to be evaluated. Unlike 2D video assess-
ment, in which the problem can be handled by either adding
black blocks around the border of the video if the resolu-
tion of the video is lower than the screen or showing parts
of the video separately if the resolution is much higher, the
assessment of panoramic video has to be presented in a full-
screen mode to guarantee the spherical, immersive experience.
Therefore, sampling is inevitable for panoramas displayed via
HMDs. Thus, how to realize a per-pixel presentation makes
one of the ultimate problem for subjective quality assessment
of panoramic videos.

State-of-the-art studies like [9], [32], and [33] stated before
directly displayed the panoramic videos with HMDs without
mentioning the sampling and rendering of the videos so that
it is hard to determine the validity of the rating data obtained
from the experiments.

III. RENDERING AND DISPLAY OF PANORAMIC

SEQUENCES FOR SUBJECTIVE QUALITY ASSESSMENT

A. Display of Panoramic Videos With HMDs

Panoramic video is one of the most important media content
in virtual reality, which refers to the video that contains contin-
uous contents in all directions. Generally, scenes on different
directions are captured separately based on certain geometry
constraints and stitched together to form a panoramic scenario.
To present the 360◦ scene to the viewers, the video is rendered
assuming the human head at the center and displayed using
the plane screens in the HMD, with a set of lens recovering
the geometry structure of the scene captured.

Considering the limitation on transmission and devices, the
panoramic videos have to be compressed before they can be
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Fig. 1. Panoramic video processing and display.

presented to the viewers, which makes up the main motiva-
tion of the proposed subjective quality assessment. As shown
in Fig. 1, since existing coding systems cannot be applied
to videos in sphere format, the panoramic videos must first
be mapped onto a plane in accordance with certain geo-
metric transformation rules, e.g., Equi-rectangular projection
(ERP) [39], Cube Map projection (CMP) [39], Icosahedral
projection (ISP) [40]. The compressed plane video will again
be rendered into a sphere in the aforementioned way while
displaying to viewers.

B. Problem on Subjective Quality Assessment of
Panoramic Videos

To retain the immersive characteristics and guarantee a
precise perception of the quality of panoramic videos, the
subjective quality assessment should be conducted with vir-
tual reality HMDs rather than the plane screen monitors.
Immersion requires that the virtual content can fill the entire
FoV in HMD. Fig. 2 shows the FoV of human eyes in nat-
ural and virtual reality viewing conditions. In order to bring
immersive experience to the viewers, the FoV α′

L and α′
R of the

HMD must keep fixed and consistent with that of the human
eyes (shown as αL and αR). Otherwise the viewing experi-
ence will differ from the natural viewing condition or even
bring sickness to the viewers. Unlike the display of 2D video,
which can be presented in a per-pixel manner on the screen
with fixed size by adding black pixels to the low resolution
video or showing only part of the high resolution content, the
panoramic video must be presented in its entirety despite of
different resolutions. Therefore, the fixed FoV, transformation
between plane and sphere, and the multiple resolution of the
panoramic videos together lead to the aforementioned sam-
pling problem. The videos of different resolutions have to be
up- or down-sampled to a variable extent to fit for the same
range of visibility of the HMD. As indicated in Fig. 3, the
number of sampling points on a panorama is twice the num-
ber on the video half its resolution. Apparently, the sampling
of the HMDs may affect the visibility of coding impairments.
For example, the blocking artifact may not be perceived by the
observers if the video is down-sampled by the HMD, which

Fig. 2. The relationship of the FoV in natural and virtual reality viewing
conditions.

Fig. 3. Example of the density of sampling points on panoramas of different
resolutions. Green points (smaller ones) show the sampling points of the video
with higher resolution, whereas red points (larger ones) the lower.

will mislead the subjective quality perception on the video and
results in a higher rating score.

C. The Optimal Display Resolution for Subjective Quality
Assessment

Based on the above analysis, it can be seen that, in subjec-
tive quality assessment test, the test videos cannot be directly
compressed and displayed with the HMD in order to avoid
unnecessary quality change due to the sampling of different
levels. The overlap of sampling problem will interfere the
subjects opinion on the video quality in terms of compres-
sion. Therefore, despite of the different resolutions of original
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Fig. 4. Perspective projection of panoramic video illustrated with the left
screen and eye.

Fig. 5. The angle value distribution between every two adjacent integral
pixels on the screen.

panoramic videos, they must firstly be sampled to an uniform
and optimal resolution with respect to a certain HMD, which
guarantees least quality change while displaying. Then the
optimally sampled video can be sent into the coding systems
to be evaluated to generate test sequences. Therefore, what we
can do to address the sampling problem in subjective rating
experiments is to figure out an optimal display resolution for
the HMD used in the experiment to guarantee least sampling
degradation while presenting to the viewers.

The geometric relationship on the equator of the virtual
sphere is shown in Fig. 4, in which red points means the pix-
els on the screen and �x shows the constant interval between
adjacent pixels. The cluster of lines connecting the left eye and
each pixel intersects the equator on a set of sampling points
that will finally be projected onto the integral pixel positions
of the screen. Provided that the left end of the screen is (xo, yo)

and the position of left eye is (xl, yl), the cluster of lines can
be presented as:

Y = yo − yl

m�x + xo − xl
(X − xl) + yl (1)

where the X and Y denote the coordinates of intersection points
between the lines and the sphere, which can be determined
with:

X2 + Y2 = r2 (2)

where r represents the radius of the sphere and is empirically
set to 12.915 in accordance with the VR HMD used in the
tests. The points whose vertical coordinate is greater than zero
are determined to be the positions of the sampling points on
the equator.

Fig. 6. A standard scale figure displayed by the HMD. The scales being
equally spaced on the axis are stretched to be uneven due to projection.

After obtaining the coordinates of the sampling points, the
angle between the lines crossing zero point and the nth sam-
pling point is calculated with the radius and the horizontal
coordinate Xn:

αn = sin−1
(

Xn

r

)
(3)

Then the angle �α between the adjacent sampling points is
figured out:

�α = αn − αn−1 (4)

Fig. 5 shows the distribution of the �α on the screen, from
which we can see that the sampling points on the sphere
are not uniformly mapped onto the screen due to perspec-
tive projection. The angle between adjacent points decreases
as they approximate the edge of the screen, resulting in the
stretching effect shown in Fig. 6, which indicates that the
sampling will inevitably introduce interference to the view-
ing experience. Under this circumstance, we aim to guarantee
a maximized area on the center of viewport to be presented
without sampling, considering the observers’ visual tendency
towards center. Therefore, the optimal horizontal resolution is
defined as:

W = 360

�αmid
(5)

where W means the horizontal resolution and the vertical reso-
lution can be calculated with the constraints of specific coding
system. �αmid means the angle between center point on the
screen and its adjacent one.

Note that the geometry of lens is not introduced into the
derivation process. As shown in Fig. 7, a larger FoV can be
achieved using a smaller screen with the help of the lens,
which significantly reduces the size of HMD. Though the lens
additionally brings geometric and color deviations, the ren-
dering system will rectify them and thus presenting consistent
scene with that before going into the lens. Therefore, we do
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Fig. 7. The optical path through lens in HMD.

not take extra consideration on the geometry of lens, instead,
the lens and screens are taken as a whole with equivalent
geometric relationship.

Since the geometric constraints vary within different HMDs,
the specific optimal display resolution should be calculated
accordingly. HTC VIVE is used in our subjective quality
assessment experiment. With specific geometric constraint,
3600×1800 is calculated to be the optimal resolution for HTC
VIVE according to the proposed method, which can guarantee
a maximized per-pixel display range of more than 20 pixels
at the center for each eye.

IV. SUBJECTIVE QUALITY ASSESSMENT

FOR PANORAMIC VIDEOS

Other than the presentation problem of the sequences afore-
mentioned, there are also significant differences from that of
natural planar video in many aspects during the subjective
video quality assessment test. Firstly, the viewing experi-
ence during rating test totally differs. On the one hand, most
subjects are unfamiliar with the panoramic videos, which
emphasizes the importance of a detailed training before formal
tests. On the other hand, due to the limitation of develop-
ing technologies, the VR viewing with HMDs easily leads to
viewing discomfort and thus greatly limits the testing duration
compared with the 2D video quality assessment. Furthermore,
since the contents of panoramic video exist on every direc-
tion and are viewed with VR HMDs as a virtual sphere, it is
essential to take the viewing consistency of the subjects into
account while conducting the test.

These discrepancies between the natural and panoramic
video quality assessment make up an important motivation
of our work.To evaluate the quality of panoramic videos, a
targeted subjective quality assessment test is to be conducted.
This section describes the process with which the subjective
quality database for panoramic videos is established.

A. References and Test Sequences

As shown in Fig. 8 and Table I, 10 panoramic common
test sequences released by JVET [39] are chosen as refer-
ence sequences in our experiment. All the sequences are in
the formate of ERP, lasting for 10s each.

Fig. 9 presents the process of test sequence generation.
Since the main purpose of the assessment is to evaluate the
quality under different coding impairments, resampling the
video to a proper resolution before coding can avoid addi-
tional quality changes caused by sampling of the HMD. Thus

TABLE I
HIGH FIDELITY INPUT TEST SEQUENCES IN ERP FORMAT [39]

the sequences are first down-sampled to the optimal resolu-
tion, i.e., 3600 × 1800, obtained in Section III with Lanczos
sampling method implemented in the 360-Lib Software [41].
Coding impairments are then introduced to the optimally
sampled references to obtain test sequences of reconstructed
ERP. The reference sequences are compressed using the High
Efficiency Video Coding (HEVC) reference software (HM ver-
sion 16.14) [42] with 360-Lib [41] at 5 quantization parameter
values specified in common test conditions [43], i.e., 22, 27,
32, 37, 42, to obtain sequences spanning a relatively wide
range of quality in favor of future evaluation and comparison.
During the test, Random Access (RA) configuration is used
and the IntraPeriod parameters are specified according to 360-
Lib, 32 for 30fps and 64 for 60fps. Since HMD cannot support
10-bit video display, the 10-bit sequences are converted to 8
bit with 360-Lib software.

After processing, 5 sequences can be obtained from each
reference, which is presented in Fig. 9 as recERP files.
Together with the 10 reference sequences, a set of 60
sequences on different but relatively stable quality levels are
prepared for the experiment (see Fig. 10 for example).

B. Subjects

30 non-expert subjects are recruited to participate in the
assessment experiments. The subjects are undergraduate and
graduate students aging from 20 to 26, including 17 males and
13 females. None of the subjects majors in quality assessment,
nor do they involve in the design or further analysis of the
experiments [21], [48].

All the subjects have normal or corrected-to-normal vision
acuity, including far vision, near vision and color vision. Since
the VR viewing will easily make people fatigue, those who are
severely sick with the VR HMDs are not allowed to participate
in the assessment.

C. Experimental Setup

The panoramic videos are displayed with HTC VIVE [49].
Due to the geometrical characteristic mentioned in Section III,
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Fig. 8. Example frames of the ten references adopted in the test. (a) Train_le [44], (b) SkateboardingTrick_le [44], (c) SkateboardInLot [44], (d) ChairLift [44],
(e) KiteFlite [45], (f) Harbor [45], (g) PoleVault_le [46], (h) AerialCity [47], (i) DrivingInCity [47], (j) DrivingInCountry [47].

Fig. 9. The process of panoramic test sequence generation [39].

Fig. 10. The reference “DirvingInCountry” and its corresponding impaired sequences at five levels of coding degradation. (a) Reference, (b) QP=22,
(c) QP=27, (d) QP=32, (e) QP=37, (f) QP=42.

the original test videos are first sampled to the optimal resolu-
tion for the HTC VIVE to guarantee a maximized range of per-
pixel display. The sampled videos act as references, and all the
impairments being evaluated will be introduced after sampling.

Since panoramic videos shown in the VR HMDs will
be displayed in the sphere format, as shown in Fig. 1,
the panoramic contents exist in all directions, which leads
to the argument whether the contents assessed by different
subjects are consistent. To solve the problem, some works
like [9] divide the panoramic video into several regions and
assess each region stepwise. This solution, to some extent,
ignores the important feature of panoramic videos. In order to
guarantee a thorough viewing of the omnidirectional content

and the real viewing experience, the subjects could move
their heads freely to view the video in all directions in our
test. The validation of the free-viewing method is discussed
in Section V.

D. Assessment Method and Procedure

ACR-HR method is adopted to assess the quality of the
videos, which is an effective single stimulus assessment
method. The sequences are presented one at a time and are
rated independently. The reference sequences will also be
presented and rated by the subjects without any special identi-
fication, deemed hidden reference. All the test sequences will
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Fig. 11. The subjective assessment procedure.

be presented randomly and each sequence will be displayed
only once. The rating scores for the test sequences are defined
using the difference between the rating of the test and cor-
responding reference sequences, i.e., DMOS. To fit for the
quality range of the test and make it clearer for non-expert sub-
jects, the five-grade rating scale is used to evaluate the video
quality, in which score 1, 2, 3, 4, 5 corresponds to the qual-
ity level of “Bad”, “Poor”, “Fair”, “Good”, and “Excellent”,
respectively.

The subjective assessment procedure mainly consists of
three phases shown in Fig. 11. The instruction session gives
a detailed written instruction on the test to subjects to make
them know clearly what to do in different stages during the
test, e.g., the aim of the test, the task in each session, the
method of assessment, the grading scale to be used, what
to evaluate, how and when to vote, number and type of test
sequences, total duration of the test, how to deal with discom-
fort during the test, and thus ensuring a valid process. Since
the panoramic video viewing environment differs significantly
from that of the planar video, a training session is of much
necessity, in which a set of representative panoramic videos
(“AerialCity” and its corresponding impaired sequences are
used here) are displayed for the subjects to vote so that they
can get acquainted with the viewing environment and qual-
ity range of the test. The procedure of the test session(s) are
shown in Fig. 12. With 3 stabilizing sequences (“ChairLift”
and two of its impaired sequences) at the beginning of the first
test session and 48 test sequences, the whole viewing process
for testing lasts for about 13 minutes, separated into two ses-
sions by a 10-minute rest to avoid viewing fatigue. During the
process, the subjects who feel severely uncomfortable can stop
at any point of the test, and their data will not be included in
the final database.

All the test and reference sequences are presented randomly
to avoid order effects. The test sequences and the correspond-
ing reference should not be presented continuously, neither
should the test sequences from the same reference. Therefore,
a pseudo-random order is used to meet all the conditions [48].

V. SUBJECTIVE PANORAMIC VIDEO QUALITY

ASSESSMENT DATABASE

After the subjective rating process, each test sequence is
assigned 30 rating scores from the subjects participating in the
test, based on which the database will be built. In this section,
statistical analysis will be conducted to screen and integrate
the individual scores for the establishment of subjective quality
database.

Fig. 12. Structure of a test session. Three stabilizing sequences (Si) are first
presented to stabilize the subjects’ rating [21]. Stabilization is only needed in
the first session. During the main part of the session, a 10-second test sequence
is presented first (Ti), then the subjects vote for the sequence during Vi. Once
the score for a sequence is determined, the next 10-second test sequence will
then be presented.

A. Subject Reliability

Based on the individual rating data, post-experiment screen-
ing is first conducted to assess subject reliability and ensure
a valid database. If a subject does not respond according
to the instructions, the data have to be discarded. Firstly, a
subject will be discarded if there is any missed rating [50].
Secondly, the subject with unreliable ratings will also be
screened.

The subject reliability assessment is conducted based on the
criteria given in [21]. The Kurtosis of each subject is computed
to determine if his/her rating score is normally distributed. If
the Kurtosis is between 2 and 4, the subject will be rejected
when his/her rating scores on over 5% sequences exceed two
standard deviation from the mean score of all the subjects on
the corresponding sequences. Otherwise the subject will be
discarded when over 5% of his/her scores exceed

√
20 standard

deviation from the mean scores.
In total, the ratings from 3 subjects are discarded by

the screening process. Therefore, 27 subjects are considered
reliable and included in our subjective rating database.

B. Calculation of DMOS

Since the reference sequences are also presented and rated
without special identification, DMOS is calculated with the
reliable individual ratings as the final scores. First of all, the
Differential Viewer scores (DV) are calculated on the basis of
hidden reference [20]:

DVij = Vij − Vijref + 5 (6)

where DVij means the DV of subject i on test sequence j. Vij

means the rating score of subject i on sequence j. Vijref means
the rating score of subject i on the reference sequence of test
sequence j. During the calculation, any DV greater than 5, i.e.,
the test sequence is rated better than its reference, will also be
accepted. Under this circumstance, a 2-point crushing function
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Fig. 13. The heat maps of the head movement on example sequences.
(a)-(c) are the heat maps obtained with the head movement data on the corre-
sponding sequence from all the subjects on all the frames and visualized on
one of the frames randomly selected from the sequence. (d) shows the heat
map combining the head movement data on all the sequences from all the
subjects.

specified in [20] will be applied to avoid the influence on the
mean opinion score:

cDVij = 7 × DVij

2 + DVij
, when DVij > 5 (7)

Then the DMOS of the test sequence j (DMOSj) based on M
subjects are calculated as follows:

DMOSj =
∑M

i=1 DVij

M
. (8)

C. Further Validation of the Database

1) Viewing Consistency: Considering the feature of the
panoramic video, though the subjects can view freely on 360
degrees, the viewing probability of different areas on the
sphere may not be the same. As has been illustrated, the sub-
jects usually pay more attention to the equator, especially the
front area of the sphere [10]. Being an important assumption
our test protocol based on, the viewing consistency during
the rating test is further investigated to validate the proposed
method and the corresponding rating results of our test.

During the rating test, the head movement of the subjects
are also recorded, which provides evidence for where the sub-
jects pay their attention to during sequence viewing. For each
sequence, the head movement data of all the subjects on all
the frames are integrated and visualized on one of the frames
randomly selected. Some examples are shown in Fig. 13, from
which we can see that the viewing direction of different sub-
jects shows a high consistency, i.e., a strong viewing bias
towards the equator, especially the front region. On the other
hand, Fig. 13(d) combines the viewing direction data from
all the subjects on all the sequences into on heat map, which
further indicates the consistent viewing tendency.

2) Distribution of the Rating Data: Fig. 14 shows the dis-
tribution of the individual rating scores for all the sequences,
which exhibits a near-uniform distribution on the whole five-
grade quality scale, indicating that the test sequences and
coding degradations used in the rating tests are equally
distributed and thus may be considered representative.

Fig. 14. Distribution of the individual rating scores of all the subjects on all
the sequences.

D. Database Summary

As illustrated above, the proposed subjective quality
database is considered to be suitable for further applications
based on its representative test sequences and reliable subject
ratings. Here a summary of the database is made to present
the database clearly.

The goal of the database is to investigate the observers’ sub-
jective opinion on the quality of panoramic videos with coding
artifacts, provide benchmark for objective quality assessment
models, and facilitate future coding applications. The database
consists of the following contents:

1) Panoramic Video Sequences: 50 distorted panoramic
video sequences are generated from 10 8K and 4K raw videos
provided by JVET. Using our proposed method in Section
III, the references are first down-sampled to an optimal dis-
play resolution for HTC VIVE. Coding degradations are then
introduced using the HEVC reference software (HM ver-
sion 16.14) with 360-Lib at 5 quantization parameter values.
Among all the sequences, the reference “AerialCity”, together
with its 5 distorted sequences, is used as training sequences
in the training session, while three distorted sequences of
“ChairLift” are used as stabilizing sequences at the beginning
of the test session. Thus, in total, 40 distorted sequences from
the remaining 8 references are used as test sequences in the
subjective test.

2) Subjects: 30 non-expert subjects participate in the sub-
jective assessment test, including 17 males and 13 females.
The subjects are undergraduate and graduate students with
normal or corrected-to-normal vision acuity. They view and
evaluate the sequences with HTC VIVE on the video quality.
After the post-experiment subject reliability analysis, 27 out
of 30 subjects are proved to provide valid subjective rating
data for the test sequences in the database.

3) Individual Ratings and DMOS: Since the ratings of
training and stabilizing sequences cannot be included in the
final results, 1296 individual ratings on the 40 test sequences
and 8 references from 27 reliable subjects are finally obtained.
The rating is conducted with absolute 5-grade scale on video
quality only. As the hidden reference protocol is implemented,
DMOS is calculated to represent the quality of the videos.
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TABLE II
COMPARISON OF THE CORRELATION BETWEEN OBJECTIVE VIDEO QUALITY ASSESSMENT MODELS AND

DMOS. THE MODEL WITH BEST PERFORMANCE IS HIGHLIGHTED IN BOLD

VI. PERFORMANCE EVALUATION OF OBJECTIVE

QUALITY ASSESSMENT METHODS

To evaluate related technologies in a more effective way,
there have been some objective quality assessment models that
automatically measure the quality of the panoramic videos,
among which Peak Signal-to-Noise Ratio (PSNR) is most
widely used in measuring coding impairments and is consid-
ered as a baseline for the performance of objective assessment
methods. Based on PSNR, many metrics specifically designed
for panoramic videos, e.g., WS-PSNR [51], S-PSNR [10], are
proposed to provide more reliable evaluation results. Despite
the convenience of the objective models, subjective quality
assessment is the most reliable way to know how the video
quality is perceived by human. Therefore, it is essential to
evaluate the objective models with subjective quality scores.
Further problems can be discovered through the comparison
with the subjective quality, and improvements can also be
made more efficiently with the help of perceptual attributes.
In this section, the performance of several objective quality
assessment models adopted by JVET is evaluated with the
proposed subjective quality database.

The following models are evaluated in this section1:
• Peak Signal-to-Noise Ratio (PSNR): Calculates PSNR

based on all samples with equal weight.
• Weighted to Spherically uniform PSNR (WS-PSNR) [51]:

Evaluates difference in spherical domain by weighting
each pixel with its area proportion on the sphere.

• Sphere based PSNR at Nearest Neighbor (S-PSNR-
NN) [39]: S-PSNR calculates PSNR based on the points
uniformly sampled on the sphere surface. S-PSNR-NN is
one of S-PSNR’s variants that evaluates the distortion at
nearest neighbor integer sample positions, rather than at
the fractional sampling positions to avoid the influence
of interpolation.

• PSNR for Carster Parabolic Projection (CPP-
PSNR) [52]: Compares quality across different projection
methods using equal area projection (Carster Parabolic
Projection). Allows the quality comparison between the
sequences of different projection schemes.

Two metrics are used for evaluating the performance of
the aforementioned objective assessment methods, i.e., the
Spearman’s Rank Order Correlation Coefficient (SROCC) and
the Pearson Linear Correlation Coefficient (PLCC). SROCC
assesses monotonic relationships between objective scores and
subjective opinions. The Spearman correlation will be high
when a similar rank is observed between the two variables.

1The assessment scores of the objective models being evaluated in this
paper is measured on Y channel, except for PSNR, which is calculated with
YUV channels as the 6:1:1 weighted sum of each channel.

Fig. 15. Comparison of the correlation between objective video quality
assessment models and DMOS.

PLCC measures the linear correlation between two variables,
which has a value between ±1, corresponding to the linear
correlation from total positive to total negative. To calculate
SROCC and PLCC with the DMOS, a nonlinear regression is
first performed on the objective scores using a logistic function
defined in [50] as follows to fit the scores to the DMOS:

Q′
j = β2 + β1 − β2

1 + e−(Qj−β3/|β4|) (9)

where Qj shows the objective score for sequence j and Q′
j

shows the fitted score. The initial value of parameters βi(i =
1, 2, 3, 4) are determined according to [50] and optimized with
nonlinear least squares optimization.

Table II and Fig. 15 shows the performance of correla-
tion analysis. Scatter plots of the objective scores and DMOS
on the 48 test sequences are shown in Fig. 16, in which
the red line represents the best fitting logistic curve. Since
the newly emerging panoramic videos show much less vari-
ation on their compressing type, content, scene, texture or
motion compared with the natural videos, even the conven-
tional PSNR achieves a moderate performance comparing with
that on the natural ones. The similar phenomenon is also pre-
sented in some researches on quality assessment of 3D videos
and images [53], [54]. Especially in [54], which presents the
performance of PSNR on two 3D datasets of different sizes.
PSNR also performs much better on the smaller dataset than
that on the natural sequences and the larger dataset. However,
PSNR is calculated based on all samples with equal weight,
ignoring the spherical feature of panoramic videos. The mod-
els being optimized with the characteristic of sphere achieves
improvements compared with the simple PSNR model and
are also theoretically more reasonable, which demonstrates the
necessity of modeling the features of spherical domain such as
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Fig. 16. Scatter plots of objective video quality assessment models and DMOS for all the test sequences. The red line in each plot shows the best fitting
logistic curve. (a) PSNR, (b) WS-PSNR, (c) S-PSNR-NN, (d) CPP-PSNR.

projection, pixel weight, etc. Among all the models being eval-
uated, CPP-PSNR performs best in terms of both SROCC and
PLCC, from which the importance of excluding the interfer-
ence brought by projection while evaluating the quality with
respect to coding impairments can be verified. Furthermore,
the comparison also shows that the performance promotion is
limited. The objective quality assessment of panoramic videos
still awaits further researches and improvements.

VII. CONCLUSION

In this paper, a subjective panoramic video quality assess-
ment protocol is proposed for coding applications, which takes
the features of panoramic videos into account. Considering the
projection and the resolution limitation of HMDs, the method
of re-sampling the video sequence to an optimal resolution
before coding is proposed first. With the optimal display res-
olution, a maximized range of per-pixel display on the center
area of the video can be guaranteed, alleviating unexpected
quality change caused by sampling of the HMDs and thus
making the assessment more reliable. Furthermore, a subjec-
tive quality database is established based on the proposed
protocol, including 50 distorted sequences generated from 10
raw panoramic videos using HEVC compression, subjective
rating scores from 27 reliable subjects and DMOSs of the test
sequences. Based on the proposed database, the performance
of several existing objective quality assessment models sug-
gested by JVET is evaluated, which shows the superiority over
the conventional baseline and, meanwhile, indicates the need
for further researches and improvements.
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