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Recommendation ITU-T <No.>
Using Crowdsourcing As A Tool to Perform Subjective Image Quality Assessments 
Summary	Comment by Tobias Hossfeld: The guideline should be generic for different kind quality tests. But maybe we should use the example of images throughout the guideline, to make it more clear.
This Recommendation describes a subjective methodology for assessing image quality using crowdsourcing. The proposed method enables experimenters to collect a large number of image quality ratings in a short period of time. It saves the experimenter the time and effort it takes to recruit participants and run a study. This recommendation outlines a unique study design that includes source stimuli and image sets, overlapping image sets, and validity checks, to ensure data integrity. 
Keywords
Crowdsourcing, Image Quality Assessments, Image sets, 
Scope
This Recommendation describes a subjective methodology for assessing image quality using crowdsourcing. Crowdsourcing taps into the collective intelligence of the public at large to complete image quality tasks that would normally either be performed by image quality experts themselves or outsourced to a third-party provider to perform the assessment.
Standardized laboratory methods were previously executed to gather reliable and accurate perceived image quality ratings from a number of recruited participants in a lengthy, expensive, and controlled experimental setups. The crowdsourcing approach enables experimenters to access a larger pools of participants in order to collect participants’ feedback on topics presented to them via innovative experimental design approaches that improve the quality of the data collected.  
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Terms and definitions	Comment by Tobias Hossfeld: Terms to be added: Crowdsourcing platform, crowdsourcing framework

This Recommendation defines the following terms:
1. Subjective assessment [ITU-T J.144]: The determination of the quality or impairment of program-like pictures presented to a panel of human assessors in viewing sessions.
2. Crowdsourcing [ITU-T P.912]: Obtaining the needed service by a large group of people, most probably an on-line community.
3. Workers [ITU-T P.912]: Members of the crowdsourcing environment signed up to participate in a crowdsourcing test, also referred to as participants throughout this document (Amazon Mechanical Turk refers to participants as workers).  
4. Masters: Amazon Mechanical Turk refers to masters as members of an elite workers group in crowdsourcing that demonstrate exceptional accuracy when performing a test. A member of such group should continue to demonstrate accurate excellence to maintain this title.	Comment by Samira Tavakoli: Also called Experts in other documents	Comment by Tobias Hossfeld: For a general guideline, generic CS platforms should be considered. In the appendix, the most common ones and their features could be described (but those features may change over time.)
5. Requester: The experimenter who submits a test to the crowdsourcing platform seeking workers’ input.
6. Test [ITU-T P.912]: The subjective assessment study that a worker is asked to perform in a crowdsourcing environment.	Comment by Tobias Hossfeld: Also referred to as campaign
7. Task [ITU-T P.912]: Set of actions assigned to a worker to perform in order to complete a test.
8. Stimuli Set: A collection images extracted from the original set of test images, treated as its own study set.
9. Overlapping Imagestimuli sets: A number of images stimuli that range in quality from best to worst, taken from the original set of images stimuli studied, used as a control set and applied to every image set. 
10. Stimulus: An image that users are asked to rate in a test.
Abbreviations and acronyms
This Recommendation uses the following abbreviations and acronyms:
IQA		Image Quality Assessment
Introduction
Image quality assessments (IQA) rely fundamentally on subjective studies in order to capture humans’ perception of image quality. In the past, a number of standardized laboratory studies were conducted simultaneously to evaluate image and video quality, employed via stringent procedures (such as screening for visual acuity and color deficiencies) and in controlled environments (such as the tuning of ambient lighting, noise, chair comfort, viewing distances…etc.). While these methods were proven to collect reliable and valid data, these procedures are expensive and lengthy for both the experimenter and the participant. 
Previous literature showed that controlled laboratory conditions are not needed to obtain reproducible subjective ratings; experimenters may capture equivalent data from more flexible experimental designs using online samples. The more flexible approach includes crowdsourcing methods that became popular since the advent of online data collection in the mid 1990’s.  A potential downside to his approach, however, is the diminished experimental control in both sampling and study implementation.  The benefits outweigh the costs - at least with respect to generalizability.  Crowdsourcing experiments provide experimenters access to difficult to recruit participants in a wider array of settings (e.g., image displays, ambient lighting, and participant motivation to name a few).  These varied settings allow researchers to test image quality ratings across varying observed conditions and to determine the conditions that may most affect ratings outside the laboratory setting.    All these benefits may come at a substantial costs if the crowdsourcing studies fail to abide by some key principles known to affect the results.  We outline those principles below.
[bookmark: _GoBack]Crowdsourcing broadens the scope of studies and allows investigating various user-related and context-related influence factor due to the large pool of subjects and realistic test conditions. However, crowdsourcing faces several challenges, e.g. conceptual challenges in the test design, unreliability of users, but also incentives and payment schemes to motivate users, hidden influence factors in the uncontrolled environment, and statistical analysis of the results. 	Comment by Tobias Hossfeld: Not sure if the pros are to be mentioned here	Comment by Tobias Hossfeld: These are the key differences compared to lab tests. Not all of them will be addressed in this standard. Maybe this should be clarified here.
This standard considers crowdsourcing for quality assessments in general. To make the recommendations clearer, as an example image quality assessment is used throughout this document.
Test Methods and experimental design	Comment by Samira Tavakoli: “Best Practice for QoE Crowdtesting”:
Common subjective testing methodologies for video quality assessment can be used. Using ITU-R BT.500, for example, both the discrete double stimulus DSIS and the continuous double stimulus DSCQE methodologies can be implemented easily in a corresponding web interface.
On the other hand, special care for choosing the testing methodology should be taken when targeting the application with long lasting effect, for instance adaptive video streaming.
In order to successfully design a crowdsourcing study, experimenters are encouraged need to focus on the hypothesis depicted by their research to achieve the desired results. Experimenters are out to consider the following factors as dictated by their experimental design, as the design choices made will highly influence the accuracy and reliability of the data collected:
Sampling subjects and compensation
Crowdsourcing environments contain a massive pool of participant workers who are willing to partake in tasks submitted by requesters for a compensation. Crowdsourcing platforms commonly have controls for screening participants based upon their geographical location and researcher ratings. We strongly recommend that The experimenters need to keep careful documentation of all decisions made in participant recruitment, and report results in light of those decisions. 	Comment by Tobias Hossfeld: Incentives may influence the speed and the outcome of the rating task. Thus, this should be considered in the statistical analysis.	Comment by hossfeld: It is not clear what should be reported and how to report it. Thus, it may be useful to add some key words. 
Screening before a test
In order to target the right audience, crowdsourcing platforms allow requesters the ability to screen for certain worker demographics, socio-economic background, usage characteristics, the physical and mental constitution by submitting study eligibility criteria to the platform (i.e. age, gender, geo locations, occupation…etc.). Workers are requested to disclose demographic information when creating an account, making it possible to screen them against tests’ eligibility criteria. This will expose the right pool of participants to tests they are eligible to partake in. 

Screening when signing up to participate in a test	Comment by Samira Tavakoli: Sections, “Screening before a test” and “Screening when …” can be combined with “Monitoring hidden influence factors” from Appendix (from “Best Practice for QoE Crowdtesting”).
In addition to the previous screening method, crowdsourcing environments allow requesters to use additional screening methods to ensure workers eligibility:

1. Requesters can begin the test with questions that pertain to exclusion criteria. For example, if interested in recruiting participants who aren’t color blind, a requester could ask participants if they are color blind, then decide upon their answer whether they should can participate in the test. In a situation where participants are not eligible but have answered the eligibility questions, requesters must inform participants that they have not met the eligibility criteria and must compensate workers for the time they took to answer the eligibility questions and then excuse them from the study. 

2. Crowdsourcing platforms with APIs allow researchers to write software that collects information about the user to determine eligibility. For example, if an experimenter is interested in workers who are viewing tests in a specific browser or ones who are using a specific operating system, or specific device form factors, researchers can write a web program on their own servers to request the information with common programming languages. In addition, researchers can use scripts to record the ID that the crowdsourcing platform assigns to the participant. Researchers can use this information to determine participants’ eligibility for future studies. In the case that the worker is not eligible to participate based upon the answer to a question, researchers can either screen participants during the data analysis or inform participants that they have not met the eligibility criteria while compensating them for the time they took to answer the eligibility questions and excusing them from the study.	Comment by hossfeld: It may be added that the selected program may significantly impact the pool of possible workers. For example, we had very bad experiences with Java applets. Workers may need administrator rights to runs some apps (which is e.g. not the case if users are using a PC in an Internet café).	Comment by hossfeld: Please note that workers may also share accounts. Workers may have access to several accounts.

Compensation and and Incentives
Similar to compensations given to participants in a laboratory setting, compensation in a crowdsourcing environment is determined by the requester. In crowdsourcing, compensation is used as a way to tempt participants to partake in a test and the value must be relevant to the amount of time it takes the worker to complete a test. The greatest benefit to paying participants more is that the data collection happens quicker. As other research has shown, there does not seem to be a quality increase with higher amounts of pay. If payments are high enough, it only takes a few hours to get a few hundred participants. One potential limitation to high pay rates is the allure to “game” the system.  
Although the amount of payment may influence speed of test, it might also cause bias by higher user ratings [‎1, ‎2]. An explicit test instruction, to make the worker clear that is not necessary to “please” the employer, will overcome this issue.
We do not know the optimal pay but experienced higher than normal random responses when the pay rate exceeded the usual rates for most crowdsourcing studies.	Comment by Samira Tavakoli: Payment may influence user ratings, speed of test and reliability of users. We also observed a bias and higher user ratings [‎1, ‎2]. A recommendation to overcome this are clear test instructions, to make the worker clear that is not necessary to “please” the employer.

Handling human subjects	Comment by Tobias Hossfeld: Some aspects of ethics and CS are reflected in http://drops.dagstuhl.de/opus/volltexte/2013/4354/ 
(I will copy this part into the appendix)
Similar to regulations of handling human subjects in a laboratory study, experimenters must be aware of one’s own country and institutional regulation. In the United States, some of these regulations include:
1. Obtaining informed consent from participants
2. Maintaining data confidentiality
3. Participants’ right to opt out of the study at any time

Experimenters must obtain research approval and must abide by country laws for handling human subjects online. In crowdsourcing, an experimenter must provide information that describes the study, the potential risks and benefits, and compensation.  Consent can be obtained actively by requiring the worker to agree to the terms and conditions of the study and to click a button to navigate to the next page of the test.

If possible, it is also good to not ask for email addresses or other social media identifiers as it undermines participant confidentiality. Most crowdsourcing platforms have a mechanism for communicating with participants. 	Comment by hossfeld: I would add here that the employer should also provide a feedback channel (e.g. blog). This is important to overcome implementation problems (which may occur due to software and hardware diversity in practice). 
If the workers complain about the employer, the employer will get a bad reputation. In the future, it will be very difficult that workers accept a study from that employer.
Test length
The length of the test strongly correlates to several parameters, namely the 	Comment by Samira Tavakoli: “Best Practice…”, Sec. IV-B
· overall enjoyability of the whole experiment, 
· complexity of the task, 
· user interface, 
· amount of reward, 
· user’s ability to understand the task. 
Hence, the overall length of the experiment is a combination of the parameters above. Generally, the more the user enjoys the task, the longer the test can last. This is strongly related to the key issue of incentives and payment schemes. 
On the other hand, similar to laboratory testing, workers should not be exposed to lengthy tests that induce boredom, fatigue, and disinterest. Short durations will favor engagement of the workers with the tasks, thereby favoring reliable executions and commitment. Hour-long crowd-based experiments would most likely result in poorly reliable executions and, therefore, outcomes. 
An experimenter should expect data accuracy to decrease with lengthy tests. Ideally, tests ought to be short - 5-10 minutes. Participants are much less likely to correctly answer a validity check at the end of the experiment than at the beginning.  Since the enrollment for online crowdsourcing experiments is fast, it is ideal to launch a series of smaller studies. The studies could be launched over a series of hours or days. An experimenter can adopt different techniques to design their experiment such that test length is minimized. 
One moving an experiment from the lab to a crowdsourcing platform, a pilot test of 20-30 participants will give insight to appropriate study length and data accuracy and reliability. Pilot testing
When designing and executing research, experimenters must perform pilot testing to ensure that the experimental design is answering the questions posed by the researcher. As such, experimenters must pilot their crowdsourcing study with 20-30 workers first to get an insight about the appropriate study length, as well as data accuracy and reliability. If the accuracy of data decreases with time, experimenters must lessen the number of images rated per image set, shortening the length of the test. 


Source Stimuli 
Content chosen for evaluating image quality via crowdsourcing must cover a wide range of stimuli. Experimenters are encouraged to include a large number of images to test with in order to minimize effects of any confounding variables. This large collection of images must then be divided into smaller image sets in order to reduce fatigue and boredom. Each smaller image set is treated as its own study, reducing the duration of the test and maximizing reliability and quality of data captured.  The stimuli must be selected in accordance with to the goal of the test and the hypothesis established by the experimenters. The deciding factor to the number of images displayed per test should must be decided upon based on pilot testing and pilot data analysis to determine data accuracy. Also, the short study design lessens the opportunities for technical failures, such as internet connectivity. It is recommended that the number of images per test not exceed anywhere between 50-70 images in an IQA study, including validity checks and the overlapping image set. However, a pilot is needed to ensure the accurate number of images per test.	Comment by Samira Tavakoli: Testing other applications?	Comment by hossfeld: This is only one option to limit the number of images.

The time of a test could also be limited.

Another option is that the users decide how long they participate. This has also be done successfully in some works (see Gardlo et al. “In-momento crowdsourcing”)
Rating scales	Comment by hossfeld: Is there a reason why paired comparison is not mentioned? Some studies mention that paired comparison in crowdsourcing leads to better (i.e. more reliable) results.
Experimenters should must consider their experimental design and research method when deciding which testing method and rating scale to use for an IQA. Some of the common rating methods are:The list of standardized subjective test methods and rating scales has been provided in ‎[8] among which, the following two rating methods are recommended.
1- Absolute category rating (ACR) method; also known as the single stimuli method. This method is a method where a single stimulus is presented to the worker to collect a user rating. Stimuli are rated independently from each other.  The commonly used scale is a five-points rating scale:
	5	Excellent
	4	Good
	3	Fair
	2	Poor
	1	Bad
2- Degradation category rating (DCR) method; also known as the double stimulus impairment scale (DSIS) method. This method is one where a pair of stimuli is presented to the worker at once; one being the reference image, and the other being the test image. Workers are asked to rate impairments of an image in relation to the other using the following scale five-point scale:
	5	Imperceptible
	4	Perceptible but not annoying
	3	Slightly annoying
	2	Annoying
	1	Very annoying
The other test methods, rating scales and allowed changes addressed in clause 7 of [‎8] are also appropriate to use in crowdsourcing tests.

Image setsAnchors
An image set is a smaller number of images that make up a test, chosen from the original larger pool of content. In order to lessen the amount of time spent on a test, it is recommended that experimenters break a test with a large amount of content into smaller image sets, and allow workers to participate in as many image sets as they would prefer to. Images in each image set are not mutually exclusive; some images could be used in other image sets as test images as well.When having a single stimulus test setup such as in ACR method [‎8], users are entailed to visualize the stimulus once and quantify its quality/level of impairment on a discrete scale, along which qualitative labels (adjectives) are reported. Participants are required to indicate which of these five adjectives better expresses the quality level of the stimulus.
Although such a direct scaling fits perfectly many of the requirements of crowdtesting (ease of implementation, task simplicity and fast completion), it is important that the test designer takes into account one of its major drawbacks: the risk of returning scores suffering from context effects [‎8, ‎9]. Context effects derive from the cognitive bias that leads subjects to use the entirety of a scoring scale (in case of ACR, until ’bad’), to express the quality range that is visualized in the stimulus set. Considering a stimuli set having true quality values covering a range [0, A], and a second set of stimuli covering the range [A/2, A], it is quite likely that the worst stimulus of the second range will still obtain a MOS close to ’Bad’ (although in reality it is not as bad as other stimulus in the first set, with a true quality value < A/2). The re-alignment of stimulus is a solution to this issue [‎10], though, is time consuming.
In order to overcome context effects derived from the fragmentation of QoE evaluations in crowdsourcing, it is recommended to introduce in each evaluation campaign a small number of stimuli, kept equal for all sub-tasks, spanning a wide range of quality [‎13, ‎14]. These stimuli, named Anchors, have the purpose of limiting context effects by fixing the extreme values of aesthetic appeal to be seen in each sub-task. For this reason, at least one of the anchors should present extremely bad quality, possibly lower than that of the entire stimulus set, and at least one should have excellent quality (as known, e.g., from a small pilot study). 
Limiting the context effects using anchors was shown in [‎14]. The authors had a set of 200 images to be rated with respect to aesthetic quality in a crowdsourcing environment. They divided the set in 13 subsets, to be evaluated in as many campaigns. Then, added to each campaign 5 images whose quality values corresponded to the minimum, maximum and 25th, 75th and 50th percentile of the distribution of the quality values of the entire image set as known from a previous lab experiment (see Figure 1). In analyzing the data, the authors performed a re-alignment of the image MOS across campaigns, which was concluded to be unnecessary (i.e. MOS and their ordering would not change significantly after realignment), thereby proving the effectiveness of the anchors.
[image: ]
[bookmark: _Ref468193975]Figure 1 Anchors used in the crowdsourcing-based image aesthetic quality assessments reported in ‎[14]
Another approach to overcome the context effects when direct scaling is to use comparison rating procedures instead [‎11, ‎12]. 

Overlapping warm-up images stimuli set	Comment by Samira Tavakoli: Sections “Image Sets”, “Overlapping warm-up images” and “Test design” can be enhanced

Since not every participant will see every all imagestimuli,  we strongly encourage having a common set of 10 images stimuli must be included in all before every set of images in a series of studies.  that use the same image set. These images is common set assists experimenters with testing between subject stability and replicability of within subject ratings over time. Overlapping images stimuli are chosen from the original pool of imagesstimuli, ranging in quality from low to high quality. Additionally, have the imagesthis set should be representative of the contents of the photos stimuli in your the whole set. For example, if in a test image set, some photos show balls or cars, ensure that the warm up images also show those images. This can also be applied to the lighting or other features of the stimuli. These images serve as a training set placed in a random order in the beginning of each image set, and ratings for these images should be discarded from the analysis. However, the same images should also be incorporated randomly in each image set as a test image as well.  
Test design 
Because of the nature of a crowdsourcing study, a within subject study design is recommended and encouraged for IQAs with a large number of content imagestest stimuli, divided into smaller image sets that become their own tests. Workers must be allowed to participate in as many tests as they desire because experimenters must aim to approximate as much of a fully-crossed study as possible. 
TIt is also encouraged that the experimenter must present test images to workers such that images are shown in full screen mode to ensure clarity of image shown especially if the test aims to discover perception of subtle changes in an image.
Experimenters must be aware of the following practices that help strengthen their test design, yielding more reliable data collected from workers in a crowdsourcing study:

1- The use of clear instructions. Unlike in a laboratory setting, an experimenter does not directly interact with participants. As a result, instructions given to participants must be specific and unambiguous, leaving no chance for misinterpretation. 	Comment by hossfeld: This may also allow to overcome rating bias towards the upper edge of the scale (see comment above).

2- Allowing email communication between workers and experimenters to discover any encountered problems. This holds great importance as it provides the experimenter with valuable information during the analysis. For example, in an IQA, a worker could contact the experimenter to inform them of any technical difficulties faced while performing the test, such as the content not loading to rate, causing the worker to give low ratings.	Comment by hossfeld: I would now recommend email communication. This may be one option. I think Blogs or (anonymous) forum may be a better option. We have used this in the past and workers reported issues with the test software of if instructions were not clear. Of course, we compensated then the workers (even if they were not able to finish a task due to some issues).

 Experiment description for participants
Clearly state eligibility requirements, give a time estimate on how long it takes to complete the experiment, and describe what will ich types of responses may result in rejected work, if any. It As mentioned before, it is very important to pilot the online experiment in house to give a fair time estimate to the participants. A time estimate helps participants to determine if an experiment pays enough. Another consideration is to identify your research group. While remaining anonymous may help to protect the reputation of the research lab, stating affiliations helps to build trust with the crowdsourcing community. 

Validity checks
Experimenters are encouraged to incorporate validity checks randomly into each image set. These serve as attention checks to ensure workers full attentiveness to the task at hand. It is recommended to either 1) use open ended questions where a user is meant to answer by typing instead of selecting an answer from multiple choices, or 2) instruct the user to select a specific answer from a multiple choice question. Workers who fail one or more of the validity check questions must be removed from the analysis as the data collected is identified as invalid. However, we suggest compensating regardless of accuracy for the sake of time efficiency. Participants who do not get compensated may email the researchers and it can be time consuming to arrange for payments outside of the crowdsourcing platform. 
When analyzing crowdsourced data, the greatest concern is the data validity. There are a few different reasons why data may not be valid.
1. Participants did not pay attention to the stimuli. In other words, they responded “carelessly” to the stimuli. 
2. Participants have a variety of personal devices from which they view the screen. Therefore, the images might have seen a decrement in quality
Verification tests [‎5, ‎6] help in identifying automatization in the form of scripts, but can also be an indicator for sloppy workers and random clickers. They include: 
· Captchas or computation of simple text equations: “two plus 3=?”, “Which of these countries contains a major city called Cairo? (Brazil, Canada, Egypt, Japan)”. 
· Consistency tests estimate the validity of a user’s answer by asking, for example, at the beginning of the test, “In which country do you live?”, followed later in the test by the question “In which continent do you live?”. 
· Content questions about the test allow to assess the attention of the user, for example, one can ask after showing a video clip “Which animal did you see in the video? (Lion, Bird, Rabbit, Fish)”. 
· If the correct result for certain test cases is known in advance, so-called gold standard data [91] can be utilized: when a video clip under test, for example, does not contain any stalling, the following question could be asked: “Did you notice any stops to the video you just watched? (Yes, No)”. Note, however that such questions can only be used to check for obvious impairments and not for the resulting ratings themselves. 
· The repetition of test conditions can be used to check consistent user rating behavior. This can be seen as a special kind of consistency check but based on user ratings instead of additional information. 
· Independent of the ratings or additional consistency questions, also the general interactions of the user with the task interface can be monitored, e.g., to measure the focus time of a video clip, i.e. time interval during which browser focus is on the website belonging to user test, or the time it takes the users to answer questions. In order to increase the number of valid results, a warning message can be displayed if the worker, e.g. did not watch more than 70% of the video, so that the user can decide to watch the video again or to continue the test. When workers become aware of this control mechanism, the percentage of completely watched videos, thus the number of workers considered as reliable will be increased.	Comment by hossfeld: It must be made clear, that this data may be relevant. But a posterior analysis of this is required. There are no general guidelines how to use such information, as it strongly depends on the actual task and worker.	Comment by Samira Tavakoli: Although this could also mislead us, since reaction time of subjects may be different significantly.
Based on preliminary tests about how trustworthy users behave, an additional reliability score is derived. These reliability tests may either be employed a-posteriori after the test or alternatively already during the test. This in momento reliability checking [‎7] also allows to identify reliable workers during the test, which allows to engage reliable users with more tasks directly in the current test.
One way to screen for participants who are not paying attention is to remove them if they have failed attention checks. The merit to this approach is that you may reduce the amount of noise in your data. The downside is that you may be removing participants based on a trait of low consciousness or ability to pay attention. It is important for researchers to set up a criteria before the study to decide the threshold for removing participant’s data, if they even decide to remove data from careless responders. Sometimes researchers chose to not pay participants who fail attention checks. Other times, researchers pay participants, but remove their data from the analysis.

Pilot testing
When designing and executing research, experimenters must perform pilot testing to ensure that the experimental design is answering the questions posed by the researcher. As such, experimenters must pilot their study with 20-30 workers first to test data accuracy and reliability. If the accuracy of data decreases with time, experimenters must lessen the number of images rated per image set, shortening the length of the test. 


Statistical analysis of the crowdsourcing results
To evaluate the crowdsourcing results, first we need to identify the reliability of the user ratings [‎4]. This can be done by considering hidden influence factors in addition to the variability of subjects’ sensitivities to different artefacts. In previous sections, several screening techniques to identify unreliable users were presented. In addition, reliability measures such as inter- and intra-rater reliability should be also stated for QoE crowdtesting studies, where high values show reliable user ratings, but low values imply the presence of unreliable users or hidden influence factors in the QoE crowdtesting campaign. More detailed approaches and examples for statistical analysis of the test results, independent of any hidden influence factor and the actual user rating are presented in appendix I.

Data Analysis
When first establishing a crowdsource study’s software and methodology, correlate the data with lab “ground truth” data and visualize the bivariate relationship. Ideally, there will be a rectilinear relationship between the controlled lab data and the crowdsourced data. If the relationship is not rectilinear, it may mean that the correlation between lab and crowdsourced data changes across either axis. 

Before analyzing a completed crowdsourced dataset, decide how to remove “careless responders”. Does one careless response or multiple careless responses make the participant eligible for removal from the data set? Also, evaluate the types of devices that participants used in the study. Is the screen size and device type adequate for comparisons? If the same participants evaluated multiple image sets, it adds to the strength of the study so report the total number of unique participants. Finally, consider evaluating the “warm up” images to see if participants are responding similar to all of them. 

Other than the points listed above, continue to analyze crowdsourced data the same way as a normal dataset. 







Annex A

<Annex Title>
(This annex forms an integral part of this Recommendation.)
<Body of annex A>












	















Appendix I

<Appendix Title>
(This appendix does not form an integral part of this Recommendation.)
<Body of appendix I>
<Monitoring hidden influence factors>
Hidden influence factors may also cause the test to fail if they are dominating, e.g. screens of users do not allow to discriminate certain test stimuli. Less severe hidden influence factors may cause higher variances of test results, which means that more users are required to obtain the same statistical significance than in the lab. In the following, we highlight some examples for best practices to cope with the unknown context and the resulting hidden influence factors. 
1) Monitoring of the Workers’ Environmental Conditions and Context: The environment in which the workers evaluate the stimuli in QoE crowdtesting may impact the overall QoE.
a. The general viewing conditions represented by the background illumination or the screen resolution itself can be influencing factors. One option to adapt the conditions of the workers’ environment is to provide them with simple test patterns that allow them to either calibrate their devices or enable the quantification of the deviation of a device’s stimuli representation from the desired target. For visual stimuli, a basic test pattern similar to the test patterns used for calibration of the monitor contrast and illumination in a professional environment can be utilized to quantify the user's viewing conditions, for example by asking how many grey steps on a grayscale step-wedge are visible. Moreover, such patterns can also be used to instruct workers how to calibrate their display.
b. To prevent an undesirable context from the technical perspective, for example for video QoE assessment, the test videos should be pre-loaded in the remote browser, so that additional distortions introduced by the transmission do not affect the playback. 
2) Expectation of Users: A hidden influence factor on the user level can be the users’ expectations: those used to lower quality will rate differently than those typically consuming higher quality. The expectation level may be closely related to the country of the subject and the typical quality of the provided content there. There are two options to cope with expectations: either quantifying the degree of expectations or reducing the expectations by instructing the test user accordingly. One option to quantify the expectations is to group users according to their expectations by asking them about their habits and typical use of a service, for example, “How often do you watch Internet videos?” and “Do you watch low or high resolution in YouTube?”, respectively, where the assumption is that subjects who do not use video streaming services often may be more tolerant to worse quality. 
In the rating task, a user may additionally be asked to rate on an extra expectation category scale that is better aligned with the actual user’s expectations. The subjects then rate the quality with, for example, five levels of expectations: (-2) Much worse than I expected, (-1) Worse than I expected, (0) Just as I expected, (1) Better than I expected, (2) Much better than I expected. This rating scale is accompanied with a question regarding the perceived quality, e.g., “Please indicate to which degree the overall quality of this video was in line or not in line with your expectations? The overall video quality was...”. Still, the quantification of expectation remains a topic for future work.
3) Demographics and User Impairments: There are several options for measuring demographic data that may have an impact on the QoE results and should therefore be statistically analyzed. 
a. Surveys, although the user may not give correct answers. 
b. Extraction of data from social networks, but information could be also not reliable.
c. Consistency tests to derive relevant information, but only a subset of data can be retrieved in order to avoid overusing consistency questions about demographics. 
d. Get the information from crowdsourcing platform, if available.
Furthermore, hidden influence factors on the QoE results may be caused by physical impairments of the subjects themselves. For visual stimuli, for example, a test for color blindness may be necessary to confirm normal color vision. 
4) Hard-and Software Environment: QoE crowdtesting are subjective tests conducted in a heterogeneous and therefore partly uncontrolled environment. Thus, monitoring on the system level is required to analyze hidden influence factors on a system level. Due to bottlenecks at the end user devices in terms of CPU, memory, or network bandwidth, additional artefacts may arise and affect the user rating accordingly. For example, the user’s Internet access bandwidth may not be large enough to conduct a video quality test without stalling. However, those stalling events and the corresponding freezing of the video will impact the QoE. To overcome the impact of the network delay due to Internet delivery of data, the test application and data may be completely downloaded before the actual user test starts. Even so, the resulting initial delays may also be too long and influence the user rating. In both cases, it is evident that monitoring on system level is required. As a possible solution, download speed and latency may also be measured before the actual test, and then only users are selected with suitable connection speed and latency.

<Recommendation: Two-Stage QoE Crowdsourcing Design>
In the following, a general recommendation including two stages for crowdsourcing campaign is presented (Figure 2). 
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[bookmark: _Ref467245639]Figure 2 A recommendation for QoE crowdtesting design
The first stage represents a very simple and easy to do task, which: 
a) tests the reliability of the users, 
b) gathers a huge panel of users, 
c) gathers information about the users in the crowd, 
d) has a duration of less than a minute and has low pay ($0.10),
e) can perform context monitoring: hardware or software, or perform user’s training.
The intention of this stage is to create a pseudo-reliable group of users, who will be later invited to the actual crowdtesting task. An example of such an application is a simple screen quality test, where the user has to select visible pictures from a group of difficult-to-see or invisible images on a low quality screen. The task is easy to do, fast to finish and has low pay, so within a short period of time and with low costs it is possible to create a reliable panel of users. This stage significantly improves the overall efficiency of the whole campaign. It has been observed that creating this pseudo-reliable panel would increases the overall efficiency by more than 60% [‎4].
The actual QoE test is then conducted in the second stage, only with invited reliable users from a previous campaign. However, it is important to test if the same hardware or software is being used as in the first stage, but also to test the users’ reliability, for example, with content questions, demographic questions, or repetitive presentation of tested content. Note, that the use of hidden reference methods e.g., in ITU-R BS.1116 [‎15] can be considered as consistency questions as suggested in the two-stage design. This stage also requires higher reward for the workers. In the notion of ITU-R BS.116 [‎15], we also apply a pre-screening and a post-screening technique. The major argument for introducing the pre-screening, i.e., the first stage, is to reduce costs of the overall campaign and to get a pseudo-reliable crowd, while the post-screening in the second stage is required to ensure a reliable data set. Although not necessary, it is sensible that the task required of the workers in the first stage is related to the task in second stage, for example, if the main task in second stage consists of a visual quality assessment, the first stage should also consist of a task including visual stimuli as in a screen quality test mentioned in the example above. Moreover, this can avoid any disappointment by the workers, resulting in decreased reputation of the employer, if the tasks in the two stages are very different. Also not every worker passing the first stage may be willing to participate in the second stage. In [‎16], for example, up to 75% of the workers passing the first stage declined to participate in the second stage.


<Crowdsourcing Frameworks> 
Web-based crowdsourcing frameworks for QoE assessment represent an approach with programming tools to develop subjective studies that can be executed in a web browser. Such frameworks allow multimedia content to be displayed in a browser for test subjects to evaluate the quality using web forms. The test logic can be implemented at the client-side, e.g., javascript or at the server-side, e.g., PHP. Such frameworks allow to enable the execution of the experiments utilizing typical crowd-provider platforms. Functionality of each framework would include (1) the creation of the test (by supporting common standardized testing methodologies like ACR, DCR, PC), (2) test execution including training, task design, task order, and screening, and (3) the storage and access to the result data. Hoßfeld et al. provided a survey of widely used frameworks specifically developed for QoE experiment [‎3]. The survey is structured along specific criteria such as the experiment design, the applied test methodology, the type of media to evaluate, and the available hard- and software environment. In Table 1 a comparison of these frameworks is presented. 

[bookmark: _Ref467234680]Table 1 Comparison of existing Crowdsourcing Frameworks for QoE Assessment [‎3]
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<Statistical Analysis of the campaign's test results ‎[4]>
The first step to determine the unreliable user ratings is to consider the ratings provided for content questions, consistency questions, and gold data, in addition to video focus time as described in Section Validity check. It is quite common to consider the confidence intervals of the cumulative distribution function (CDF) of the users’ rating to quantify their reliability of the user ratings. However, this often mislead us, since a 95% confidence interval for a MOS value only shows that the mean rating including the unreliable user ratings lies within the confidence interval with a probability of 95%. On the other hand, confidence intervals I may even decrease in the presence of unreliable user ratings due to the increased number N of ratings in total as I  1/.  
Therefore, the reliability of the users has to be quantified by appropriate means. In literature, there exist two overall categories of screening mechanisms: firstly, filtering of users based on the actual user ratings and secondly, screening of users, independently of the ratings, but with additional reliability mechanism e.g., consistency tests. In this contribution user rating based screening mechanism is abbreviated as URS and additional reliability mechanisms with ARM. The ARM approach leads to extra effort in the implementation and in the analysis, however, unreliable user can be clearly identified. 
The URS screening methods can be roughly separated into at least two classes: one is based on inconsistencies compared with the mean result and relies on the ability of the subject to make correct identifications, the second class primarily eliminates subjects who cannot make the appropriate discriminations. Considering the variability of subjects’ sensitivities to different artefacts, however, the URS screening mechanisms are not sufficient for QoE crowdtesting and thus ARM is necessary for unreliable user identification. More details on URS screening methods are presented in [‎4].
 Summarizing, the presented URS approaches cannot be used alone to clearly identify unreliable users. Hidden influence factors or the variability of subjects’ sensitivities to different artefacts are not determined by those URS approaches. Although a combination of them may be interesting to improve screening, such as combining the random clicker approach and ITU-R BT.500, this remains a topic for future work. Hence, the screening of subjects should be done based on ARM methods as proposed in the two-stage design recommendation above, which clearly identifies unreliable users independent of any hidden influence factor and the actual user rating.


· Reliability metrics to evaluate the crowdsourcing results
For any subjective user study, specially for QoE crowdtesting, two reliability metrics for both inter-rate and intra-rater should be specified. 
Inter-rater reliability describes the degree of agreement among raters. For a QoE crowdtesting this can be defined as the absolute value of Spearman rank-order correlation coefficient between all user ratings and the corresponding test conditions. Result of such a metric for a crowdsourcing campaign is a single value between 0 and 1. The low values of these metrics may not be necessarily caused by unreliable users, but may also be an indicator for hidden influence factors. Only high reliability values imply that the test subjects are reliable and that no hidden influence factors exist.
Intra-rater reliability however, determines to which extent the ratings of an individual user are consistent. Again, Spearman rank-order correlation coefficient can be used for ordinal data between the user ratings and the test condition. 
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