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Summary

This Draft New Recommendation specifies objective video quality measurement methods which use bit stream data in addition to processed video sequences. From bit stream data, the models can obtain additional information on the codec type, bit rate, frame rate, some transmission errors, and spatial/temporal shifts. Consequently, such models may provide improved performance compared to objective video quality models which use only processed video sequences.
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Introduction

In the current objective models for video quality measurements, an NR model is provided with processed video sequences. In an RR model, features extracted from source video sequences and processed video sequences may be provided. In an FR model, source and processed video sequences are provided. On the other hand, it is also possible that an objective model may have access to transmitted bit stream data from which the model can obtain information on transmission errors (e.g., delay, packet loss), codec (e.g., type, bit-rates, frame rates, codec parameters), etc. This kind of information is easily available at the receiver. Using this information, it would be possible to develop more accurate objective models.
Draft New Recommendation J.bitvqm
“Hybrid perceptual/bit-stream models for objective video quality measurements”
1
Scope
This Recommendation specifies objective video quality measurement methods which use both processed video sequences and bit stream data. Hybrid RR models may also use features extracted from source video sequences. Hybrid FR models use source video sequences. The bit stream data may be provided in the forms of elementary bitstream (ES), packetized elementary bitstream (PES) or packet video (Fig. 1). 
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Figure 1. Block-diagram of hybrid perceptual/bit-stream models.
1.1
Application
This Recommendation provides video quality estimations for television video classes (TV0-TV3), and multimedia video class (MM4) as defined in ITU-T Recommendation P.911, Annex B and HDTV. The applications for the estimation models described in this Recommendation include but are not limited to:

1)
real-time, in-service quality monitoring at the source;

2)
remote destination quality monitoring;

3)
quality measurement of a storage or transmission system that utilizes video compression and decompression techniques, either a single pass or a concatenation of such techniques.

1.2 Input parameters for hybrid models
Figure 2 shows a hybrid perceptual/bit-stream FR model. The hybrid perceptual/bit-stream FR model needs the source video sequence (SRC).
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Figure 2. Block-diagram of the hybrid perceptual/bit-stream FR model.
Figure 3 shows a hybrid perceptual/bit-stream RR model. In addition to the bit-stream data, the hybrid perceptual/bit-stream RR model uses the features extracted from the source video sequence. 
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Figure 3. Block-diagram of the hybrid perceptual/bit-stream RR model. DMOSp: predicted MOS by the model.

Figure 4 shows the block-diagram of the hybrid perceptual/bit-stream NR model.
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Figure 4. Block-diagram of the hybrid perceptual/bit-stream NR model. DMOSp: predicted MOS by the model.

It is also reported that a video quality measurement model can efficiently compute video quality scores at any monitoring points if the video quality scores of compressed video data are provided. For instance, Figure 5 shows a block diagram of a hybrid perceptual/bit-stream NR model with embedded VQM (video quality metric). It is noted that hybrid perceptual/bit-stream FR and RR models with embedded VQM are also possible.
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Figure 5. Block-diagram of the hybrid perceptual/bit-stream NR model with embedded VQM. DMOSp: predicted MOS by the model.

1.3 Limitations

The models described in this Recommendation cannot be used to replace subjective testing. Correlation values between two carefully designed and executed subjective tests (i.e. in two different laboratories) normally fall within the range 0.92 to 0.97. This Recommendation does not supply a means for quantifying potential estimation errors. Users of this Recommendation should review the comparison of available subjective and objective results to gain an understanding of the range of video quality rating estimation errors.
2
References

2.1
Normative references
· ITU-R Recommendation BT.1683, “Objective perceptual video quality measurement techniques for digital broadcast television in the presence of a full reference.”

· ITU-T Recommendation J.144R (2004), “Objective perceptual video quality techniques for digital cable television in the presence of a full reference.”

2.2
Informative references

………..

3
Terminology

This Recommendation defines the following terms:
CCIR
Comite Consultatif International des Radiocommunications

CODEC
COder-DECoder

FR
Full Reference

GOP
Group Of Pictures

HRC
Hypothetical Reference Circuit

IRT
Institut Rundfunk Technische (Germany)
ITU
International Telecommunication Union

MOS
Mean Opinion Score

MPEG
Moving Picture Experts Group

NR
No (or Zero) Reference)

NTSC
National Television Standard Code (60 Hz TV)

PAL
Phase Alternating Line standard (50 Hz TV)

RR
Reduced Reference

SMPTE
Society of Motion Picture and Television Engineers

SRC
Source Reference Channel or Circuit

SSCQE 
Single Stimulus Continuous Quality Evaluation

VQEG
Video Quality Experts Group

4
User requirements
The method presented in this Recommendation models requires both processed video sequences and bit stream data. FR and RR models further require information on source video sequences.

5 Description of the calibration methods
[Editor’s note: Method(s) to be provided.]
-----
Appendix I 
Validation Testplan for Hybrid Perceptual/Bit-Stream Methods
1. Test Conditions
1.1 Codec

Initially, models will be developed for video codecs which provide open source programs. Potential codecs include:

· MPEG2

· MPEG4

· H.264 (MPEG4 Part 10)

It is noted that the perceptual/bit-stream model will be developed for each codec. 

1.2 Objective models
Full-reference, reduced-reference, and no-reference models will be considered and test scenarios are shown in Figs. A1-3. 
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Fig. A1. FR perceptual/bit-stream model.
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Fig. A2. RR perceptual/bit-stream model.
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Fig. A3. NR perceptual/bit-stream model.

In order to improve the accuracy of objective models, it is also possible to transmit video quality scores transmitted compressed video data (Fig. A4). It has been known that if video quality measurements are made every half second, they will provide sufficient information on the video quality of the processed video sequence. If there is no transmission error, the video quality at the receiver would be the same as that of the transmitted video sequence. If transmission errors occur, the received video sequence suffers from both compression impairments and transmission error impairments. With video quality scores available, an objective model which measures the video quality of the received video sequence may be improved significantly, particularly for NR models. The video quality scores can be transmitted as meta-data. Alternatively, they can be transmitted using watermark techniques.
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Figure A4. Generating and transmitting video quality scores of compressed data.

Full-reference, reduced-reference, and no-reference models which uses video quality scores of transmitted compressed video data are shown in Figs. A5-7. 
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Fig. A5. NR perceptual/bit-stream model which uses video quality scores of transmitted compressed video data.
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Fig. A6. NR perceptual/bit-stream model which uses video quality scores of transmitted compressed video data.
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Fig. A7. NR perceptual/bit-stream model which uses video quality scores of transmitted compressed video data.

1.3 Video formats
The following video formats will be tested:
· QCIF

· CIF/QVGA

· VGA

· SD

· HD

1.4 Objective models
In order to expedite the process, the initial effort will focus on HD/SD videos:
· Resolution: HD (1080i. 1080p), 720p, SD
· Codec: MPEG2 & H.264
· Models: FR, RR, NR

If technical problems cause delay with the HD/SD testplan, the following test may be conducted first:

· Resolution: QCIF, CIF

· Codec: MPEG4 & H.264
· Models: FR, RR, NR
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