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In this document, we present the updated Terms of Reference (ToR) for P.NAMS. This document is a modified version of the draft ToR contained in TD22rev1 (WP2/12) from March 2009. 

This document incorporates changes discussed during the SG12 Meeting in March 2009 as well as additions proposed during the Q.14/12 Interim Meeting in Stockholm in June 2009.

The document is considered as the stable ToR to be agreed to by Q.14/12 members during the present SG12 meeting.


ToR


The Terms of Reference for the P.NAMS model is specified in this document. The P.NAMS has two main application areas and four modes of operations, which are outlined in this document. 


1. Scope


The current scope of P.NAMS (Non-intrusive parametric model for the assessment of performance of multimedia streaming) is given below:


This Recommendation describes an objective parametric quality assessment model that predicts the impact of observed IP network impairments on quality experienced by the end-user in multi-media mobile streaming and IPTV applications over transport formats such as: RTP (over UDP), MPEG2-TS (over UDP or RTP/UDP), 3GPP-PSS (over RTP).


This model is restricted to information contained in packet headers, prior knowledge about the media stream and buffering information from the client. Information from decoding the bit-stream or parsing the packet payload is not used.


This model predicts Mean Opinion Scores (MOS) on an 11-point ACR scale (see ITU-T Rec. P.910) for audio and video parts of the stream, as well as a global multi-media MOS score (as defined in ITU-T Rec P.911, for instance).


The primary applications for this model are monitoring of transmission quality for operations and maintenance purposes. The P.NAMS model may be deployed both in end-point locations and at mid-network monitoring points. The location of the model together with the location of the measurement probe determine the mode of operation.


The primary quality prediction made by such a model is not based on the payload of the stream being analysed, but assumes a generic, audiovisual payload.


This Recommendation cannot provide a comprehensive evaluation of transmission quality as perceived by a particular end-user because its scores reflect the impairments on the IP network being measured, that may only be part of the end-to-end connection. Furthermore, the scores predicted by a parametric model (i.e. without access to content) necessarily reflect an average perceptual impairment. However, the model specifically considers aspects of error correction such as Forward Error Correction or packet retransmission, even if the resulting, corrected packet stream is not available as an input. 

The effects of audio level, noise, delay, (and corresponding similar video factors) and other impairments related to the payload are not reflected in the scores computed by such a model. Therefore, it is possible to have high scores with this Recommendation, yet have a poor quality of the stream overall.

The audio model is considered as a part of P.NAMS that may be taken up in other standardization activities such as P.NBAMS or a stand-alone audio model. Consequently, care is taken that the application range for the audio model is designed to be slightly larger than necessary for a component of an audiovisual model applied to services as considered for the P.NAMS activity. 

2. General Application areas


The two application areas for P.NAMS are:


· QCIF-QVGA (also known as "low bitrate mode", LBR), mostly for mobile TV and Streaming with the sub application areas:


· Linear Mobile TV over RTP (includes Mobile TV over a 3G mobile network with MBMS and with unicast, transport over RTP/UDP/IP)

· Multimedia streaming (includes 3GPP PSS with transport over RTP/UDP/IP)

· Progressive download (involving e.g. HTTP/TCP/IP, or [RTP/]TCP/IP)

· SD and HD television (also known as  "high bitrate mode", HBR), mostly for IPTV with the sub application areas:

· Linear broadcast TV (includes transmission over MPEG2-TS/RTP/UDP/IP, MPEG2-TS/UDP/IP and RTP/UDP/IP transport)


· Video on-demand (includes transmission over MPEG2-TS/RTP/UDP/IP, MPEG2-TS/UDP/IP and RTP/UDP/IP transport)

· Progressive download (involving e.g. HTTP/TCP/IP, MPEG2-TS/TCP/IP or [RTP/]TCP/IP)

3. Modes of operations


The four modes of operations are described in Table 1 and Figures 1 a) to e) below.


		Class

		Name

		Mode abbreviation*

		Description



		Mid-point or End-point

		Static Operation

		NN

		The model uses information from the local transport layer, prior knowledge about coding and prior knowledge about the end-point.



		Mid-Point

		Non-embedded Dynamic Operation

		BN

		The model uses information from the local transport layer, prior knowledge about coding and information about the end-point collected through measurement reporting protocols



		Mid-Point

		Non-embedded Distributed Operation

		CN

		The model, located inside the network, uses information from the transport layer measured at an end-point and collected through signalling protocols, prior knowledge about coding and information about the end-point collected through signalling protocols



		End-point

		Embedded Operation

		CC

		The model uses information from the local transport layer, information from the end-point, and prior knowledge about coding 





Table 1: Modes of operations of P.NAMS.

*Mode abbreviation naming scheme:

XY, where 


X corresponds to place of measurement (N: Network, C: Client, B: Both network and client)


Y corresponds to place of model (N: Network, C: Client)
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Figure 1 a): Static operation mode (NN) inside the network
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Figure 1 b): Static operation mode (NN) inside a terminal
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Figure 1 c): Non-embedded dynamic operation mode (BN)
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Figure 1 d): Non-embedded distributed operation mode (CN)
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Figure 1 e): Embedded operation mode (CC)

4.  Building blocks 
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The building blocks of P.NAMS are described in the Figure 2 below. Figure 3 shows how the case of error resilience methods such as Forward Error Correction (FEC) and Automatic Repeat reQuest (ARQ) shall be handled in case of the NN mode; here, due to the measurement in the network the stream has not been corrected by the resilience methods. See Section 5 for more details.

Figure 2: P.NAMS Building blocks; see following sections for more details on the model input provided from the parameter extraction module.
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5. Model Input 


The P.NAMS model will receive transport layer information, client information, and prior knowledge about the media stream. The overview information per application area and mode is described in Table 2 below:

		

		Static Operation (NN)

		Non-embedded Dynamic Operation (BN)

		Non-embedded Distributed Operation (CN)

		Embedded Operation (CC)



		Mobile application area - Low bitrate mode

		I.1: 


Prior knowledge about audio and video coding, and end-point as described in section 6.1


I.2: 


PCAP file [5] without payload


I.3:


Output P-E 
(no additional info).




		I.1: 


Prior knowledge about audio and video coding as described in section 6.1


Note: endpoint information provided via signaling and included in I.3

I.2:


PCAP file [5] without payload


I.3:


Output P-E plus additional end-point information.

		I.1:


Prior knowledge about audio and video coding as described in section 6.1


Note: endpoint information and measurements provided via signaling and included in I.3

I.2:


PCAP file [5] provided to specific P-E module situated in end-point.


I.3:


Output from P-E module in end-point. (see I.2)


Parameters as specified for QoE reporting for the 3GPP services PSS and MBMS. See reference [1] and [2] (to be agreed)




		I.1:


Prior knowledge about audio and video coding; and end-point as described in section 6.1


I.2:


PCAP file [5]

I.3:


Output P-E 
(no additional info)






		High bit-rate mode

		I.1: 


Prior knowledge about audio and video coding, and end-point as described in section 6.1


I.2: 


PCAP file [5] without payload


I.3:


Output P-E 
(no additional info).




		I.1: 


Prior knowledge about audio and video coding as described in section 6.1


Note: endpoint information provided via signaling and included in I.3

I.2:


PCAP file [5] without payload


I.3:


Output P-E plus additional end-point information.

		I.1:


Prior knowledge about audio and video coding as described in section 6.1


Note: endpoint information and measurements provided via signaling and included in I.3

I.2:


PCAP file [5] provided to specific P-E module situated in end-point.


I.3:


Output from P-E module in end-point. (see I.2)


Note: Protocol for parameter transmission as specified by other forums, such as  Broadband Forum (specification TR-135 reference [3] could be extended to support this) or adaptations of RTCP XR ( IETF, see [4])



		I.1:


Prior knowledge about audio and video coding; and end-point as described in section 6.1


I.2:


PCAP file [5]

I.3:


Output P-E 
(no additional info)








Table 2a: Overview of input to the P.NAMS application areas and modes of operation

The following Table 2b gives more detailed examples of information that is provided at the input interfaces I.1 (see Figure 2) in terms of prior knowledge.


		Modes

		Parameter

		Description

		Notes



		All

		Server information

		Streaming server and settings used

		



		All

		Audio encoder

		Audio encoder and settings used

		



		All

		Video encoder

		Video encoder and settings used

		Settings could include: GOP structure...



		All

		Audio decoder

		Audio decoder and settings used

		



		All

		Video decoder

		Video decoder and settings used

		



		All

		Client

		Client identifier

		



		

		Client buffer size

		Size of client buffer

		pkts/bytes/ms?



		

		Client buffer behaviour

		Freezing with or without re-buffering

		



		All

		Video resolution

		Image size (e.g. QCIF)

		



		All

		Audio bandwidth

		The context in which the audio signal should be assessed 

		NB, WB, SWB, FB



		All

		Audio frame length

		Length of audio frames in ms

		



		All

		Payload-unit-start indicator

		Information on whether payload-unit-start indicator in TS header means the start of frame or of slice

		



		All

		Random-access indicator

		Information on whether random-access indicator in TS header means the start of I-frame or of IDR-frame

		



		All

		Elementary-stream priority indicator

		Information on whether elementary-stream-priority indicator in TS header means the start of I-frame or of IDR-frame

		



		All

		Marker bit

		Information on whether marker bit in RTP header means the start of frame or of slice

		





Table 2b: Examples of information available at Input I.1, prior knowledge.

Note that for the modes CC, CN and BN and UDP-based transport, it is assumed that the available information already reflects the impact of the employed Forward Error Correction (FEC), packet re-transmission mechanisms such as Automatic Repeat reQuest (ARQ), and the de-jitter buffer, since the parameter extraction module is located behind these processing steps. In case of the NN mode, the measurement point is located prior to the actual FEC, ARQ and de-jitter buffer mechanisms. Since these mechanisms may have a very strong impact on factors such as the packet loss seen by the decoder, the NN-mode requires an explicit handling of these mechanisms. Two principle approaches are conceivable to capture this case, which are both based on prior knowledge:


a) The packet stream is converted into a stream that reflects an assumed behaviour of FEC, ARQ, and/or jitter de-buffering, reflecting the input format to be provided to the parameter extraction module (PCAP). This option is not shown in Figure 2.


b) The input parameters to the model are converted into values that reflect the application of FEC, ARQ and/or de-jitter buffering (module 1.C in Figure 2).


For the basic operation of the model described in this ToR, option b) is chosen. 

As a first step, the packet loss rate is converted into the packet loss rate to be expected after FEC, ARQ and/or de-jitter-buffering. A corresponding module implementation is planned to be developed jointly with Q.17/12. An optional conversion of other packet-loss distribution related parameters is conceivable and will be considered further, also collaborating with Q.17/12.


Note that FEC and ARQ are not relevant for mobile Video services, and hence are not considered in the LBR-case.

The TCP-inherent ARQ-like mechanism of retransmission is thought to be conveniently captured at a well chosen measurement point, regardless of the mode of operation. Consequently, in case of TCP-based transport, it is assumed that all retransmission-related information is available to the model, and no explicit handling of ARQ like in the UDP-based transport is required (see above explanations for UDP). This, in turn, requires that for TCP-based transport the parameter extraction module considers all available packets including the retransmitted ones. 

6. Model Output

The P.NAMS model outputs O.1, O.2 and O.3 (see Figure 2) are the estimated multimedia (audiovisual) MOS (O.1), and a separate video (O.2) and audio MOS (O.3). P.NAMS will have four modes, providing a different MOS outputs for the two video resolutions for the two different application areas, see Sections 2 and 3.

Optional parameters for diagnostic purposes can be found in the (non-exhaustive) list below:


· Jitter buffer size


· Bit rate (audio and video)

· Packet-loss ratio (audio and video)

· Packet-discard ratio (audio and video)

· Averaged burst packet loss length (audio and video)

· Burst packet loss variation range

· Mean packet size

· Delay

· Delay variation range

7. Application Range 


In the following, the application ranges for the two application areas are defined in more detail (see Table 3 for the mobile, and Table 4 for the IPTV-case). 

The four last columns of Table 3 and 4 give an indication on whether the respective information is considered as available for the respective operation mode. In case that the application information is not or only partly provided, corresponding additional specifications are required. An example for such a case is given in the end of the table for packet loss degradation: Here, in the NN-mode, only the loss- and jitter-information given at the measurement point in the network can be obtained; hence, in case that FEC, or resend-mechanisms are used, or that the joint effect of measured jitter and an assumed jitter buffer behaviour are to be included, corresponding conversions from the measured data to the data relevant at client level are desired (see section 5).

7.1. Application Range for Mobile Application Area

[Editor’s note : All aspects shown with yellow highlighting will be agreed on during further P.NAMS model development.]

		Application information

		Value range, unit


		Comments



		

		

		Mode NN

		Mode BN

		Mode CN

		Mode CC



		Sequence duration (Ts)

		Tbd (10-32 s, e.g. for rebuffering Ts(rebuffering)=n*Ts(normal) 

Note: During P.NAMS tests a specific test on rebuffering with different rebuffering durations and different source sequence durations may be carried out (in that case maintaining the same PVS duration for all items)

		

		

		

		



		Packetization

		3GPP MBMS, PSS or using RTSP directly (all three over RTP/UDP/IP)

HTTP/TCP/IP, or [RTP/]TCP/IP

		

		

		

		



		Video codec

		MPEG4 Visual Simple Profile (VSP)


H.264 baseline profile

		

		

		

		



		Video size

		QCIF, QVGA, 
HVGA

		

		

		

		



		Audio codec

		AMR-NB, AMR-WB+, AAC-LC, HE-AAC (v1, v2) tbd.

		

		

		

		



		Coded video bitrate

		QCIF: default 80 kbps, 32 - 256 kbps

QVGA: default 250 kbps, 80 - 800 kbps


HVGA: 150 - 2000 kbps
(provisionally agreed)

		

		

		

		



		Coded audio bitrate

		AMR-NB: 4.75-12.2 kbps


AMR-WB+: 6.6-48 kbps


AAC-LC: 16-128 kbps


HE-AAC (v1, v2) tbd.

		

		

		

		



		Decoder packet loss concealment

		Two types of assumed decoder behaviour: 
1) Freezing with skipping, 
2) slicing with N slices/frame, PLC to be agreed (e.g. fixed decoder)

		

		

		

		



		Client jitter buffer behaviour

		Rebuffering handling, particular to LBR-case; freezing with and without skipping of length 0 to Y seconds (Y tbd., depends on source sequence length)

		Jitter buffer emulation (PCAP-file conversion or parameter conversion, see Figure 2)

Specify maximum delay variation Tmax to be handled; tbd with Q.17/12

		Depends on reporting protocol

Tbd.

		Depends on reporting protocol. Examples are 3GPP PSS or MBMS QoE Reporting, see reference [1] And [2]

Tbd.

		Measure-ment after de-jitter buffering available



		Encoder implementation

		Default mode for specific/ typical 
encoder (to be agreed)

Tbd.

Optional guidance on how to adjust model-parameters to specific encoders will be given in an Appendix or a separate Recommendation 
(cf. e.g. P.833 for E-model Impairment Factors)

		

		

		

		



		Decoder implementation

		Reference decoder, tbd. 

Guidance on how to adjust internal model parameters for specific other decoders incl. set-top boxes to be added as Appendix of Recommendation or stand-alone Rec. (see decoder PLC)

		

		

		

		



		Group of pictures (GoP) 

		GOP-structure may be estimated from stream.


Default mode for typical GoP Structure (tbd.)

e.g., M = 1, N = 40 (typically no B frames for mobile case)

Length: fixed, variable, adaptive


Structure (e.g.: IPPP...PPPI)


Optinal solution for adjustment could appear in Appendix of Pecommendation or be handled in separate Recommendation

		

		

		

		



		Frame rate

		To be agreed: 
5, 8.33, 12.5, 15, 20, 25, 30 fps

		

		

		

		



		Information on whether marker bit in RTP header means the end of a frame or of a slice

		Boolean

		

		

		

		



		Type of Audio Content

		Range tbd.

		Possibly based on packet heuristics

		Possibly based on packet heuristics

		Possibly based on packet heuristics

		Possibly based on packet heuristics



		Type of Video Content

		Range tbd.

		Possibly based on packet heuristics

		Possibly based on packet heuristics

		Possibly based on packet heuristics

		Possibly based on packet heuristics



		Type of Audiovisual Content

		Should include audio (spoken voices, background noise, music)


Different levels of complexity and motion, for both video and audio

Ideally, audio and video material derived from audiovisual material


Range tbd.

		

		

		

		



		Audio channel number

		1 (mono), 2 (stereo)

		

		

		

		



		# of Audio frames per packet

		1 frame/packet (provisionally agreed)

		

		

		

		



		Audio-video multiplexed?

		Default: No (provisionally agreed)



		

		

		

		



		Packet loss degradation, video

		Uniform loss:
0-10% (provisionally agreed)

Burst loss:
0-10%, values to be agreed as well as additional parameters (collaboration with Q.17/12, examples are loss and gap run-lengths, etc., e.g. based on N-state Markov model)

		FEC and ARQ assumed to not play a role for LBR.

		

		PL properties. Examples is 3GPP PSS, see [1]




		



		Packet loss degradation, audio

		Uniform loss:
0-10% (provisionally agreed)

Burst loss:
0-10%, values to be agreed as well as additional parameters (collaboration with Q.17/12, examples are loss and gap run-lengths, etc., e.g. based on N-state Markov model)

		FEC and ARQ assumed to not play a role for LBR.

		

		PL properties Examples is 3GPP PSS [1].




		



		Symmetrical vs asymmetrical handling of audio and video in audiovisual case

		Model application: Symmetrical


Model development: Some asymmetric cases may be considered

		

		

		

		





Table 3: Overview of application range of P.NAMS for the mobile application area.

7.2. Application Range for IPTV Application Area

[Editor’s note : All aspects shown with yellow highlighting will be agreed on during further P.NAMS model development]

		Application information 

		Value range, unit

		Comments



		

		

		Mode NN

		Mode BN

		Mode CN

		Mode CC



		Sequence duration (Ts)

		SRC duration
10-16 s, 
(provisionally agreed, range may be further confined)

		

		

		

		



		Packetization

		TS/RTP/UDP/IP


RTP/UDP/IP


TS/UDP/IP

HTTP/TCP/IP, MPEG2-TS/TCP/IP, or [RTP/]TCP/IP

(provisionally agreed)

		

		

		

		



		Video codec

		MPEG2, 
H.264:
H.264 baseline profile, H.264 main profile, H.264 high profile

		

		

		

		



		Video size

		SD: PAL, NTSC


HD: 720p, 1080p, 1080i

		

		

		

		



		Audio codec

		AAC-LC
HE-AAC (V1 and V2)
MPEG-1 Layer 3
MPEG-2 audio

		

		

		

		



		Coded video bitrate

		HD


MPEG2: 
default 15 Mbps, 
6 - 22 Mbps 

H.264: 
default 9 Mbps, 
3 - 15 Mbps

SD


MPEG2: 
default 4 Mbps, 
3 - 15 Mbps

H.264: 
default 2.1 Mbps, 
1.5 up to 8 Mbps

(provisionally agreed)

		

		

		

		



		Coded audio bitrate

		AAC-LC: 

64-256 kbps

HE AAC: 

32-96 kbps

MPEG-1 Layer 3: 
64-256 kbps

MPEG-2 audio: 
96-192 kbps


(provisionally agreed)

		

		

		

		



		Video decoder packet loss concealment

		Types of assumed decoder behaviour: 2 dimensions: Slicing, PLC
1) Freezing with skipping (T(SRC)=T(PVS)), 
2) slicing with 1 slices/frame, no PLC.
3) slicing with N slices/frame, PLC to be agreed (e.g. fixed decoder)

		

		

		

		



		Audio decoder packet loss concealment

		Decoder default modes
(provisionally agreed)

		

		

		

		



		Retransmission mechanisms (ARQ);


Forward Error Correction (FEC)

		Type and range tbd.

		PCAP-file conversion or parameter conversion, for the latter see Figure 2: Extra box internal to P.NAMS, will be developed separately to convert packet loss related parameters to the corrected case.

Under development  with Q.17/12

1) Required: Loss-rate -conversion


2) optional burst-related measure


3) optional: additional parameters

		Measure-ment after ARQ, FEC available, depends on description  protocols in same way as for parameters when no ARQ is used, see below

		Measure-ment after ARQ, FEC available, depends on description  protocols in same way as for parameters when no ARQ is used, see below

		Measure-ment after ARQ, FEC available



		Client jitter buffer behaviour

		tbd.

		Jitter buffer emulation (PCAP-file conversion or parameter conversion, see Figure 2)


Tbd with Q.17/12

1) Required: Loss-rate -conversion
2) optional burst-related measure
3) optional: additional parameters

		Depends on reporting protocol. 


Protocol for parameter transmission as specified by other forums, such as  Broadband Forum (specification TR-135 reference [3] could be extended to support this) or an adaptation of RTCP XR [4].

tbd

		Depends on reporting protocol. 


Protocol for parameter transmission as specified by other forums, such as  Broadband Forum (specification TR-135 reference [3] could be extended to support this) or an adaptation of RTCP XR [4].

tbd

		Measure-ment after de-jitter buffering available



		Type of Audio Content

		Range tbd.

		Possibly based on packet heuristics

		Possibly based on packet heuristics

		Possibly based on packet heuristics

		Possibly based on packet heuristics



		Type of Video Content

		Range tbd.

		Possibly based on packet heuristics

		Possibly based on packet heuristics

		Possibly based on packet heuristics

		Possibly based on packet heuristics



		Type of Audiovisual Content

		Should include audio (spoken voices, background noise, music)


Different levels of complexity and motion, for both video and audio

Ideally, audio and video material derived from audiovisual material


Range tbd.

		

		

		

		



		Encoder implementation

		Default mode for specific/ typical 
encoder (which encoder used tbd.)

Optional guidance on how to adjust model-parameters to specific encoders will be given in an Appendix or a separate Recommendation 
(cf. e.g. P.833 for E-model Impairment Factors)

		

		

		

		



		Decoder implementation

		Reference decoders, tbd. 


Aspects NOT covered by decoder packet loss concealment:

- postfiltering


- de-interlacing


Guidance on how to adjust internal model parameters for specific other decoders incl. set-top boxes to be added as Appendix of Recommendation or stand-alone Rec. (see decoder PLC)

		

		

		

		



		Group of pictures (GoP)

		Default modes for typical GoP Structures

(provisionally agreed)

E.g., M = 3, N = 15

Length: fixed, variable, adaptive


Structure (e.g.: IBBPBB...PBBI)


Optional solution for adjustment in Appendix.

Note: GOP-structure may explicitly be estimated from stream.

		

		

		

		



		Frame rate

		To be agreed:

SD: 50i, 25p, 29.97, 59.94

HD: 50p, 50i, 25p, 29.97, 30p, (24p), 59.94

		

		

		

		



		Audio channel number

		1 (mono), 
2 (stereo)

		

		

		

		



		# of Audio frames per packet

		tbd.

		

		

		

		



		Audio-video multiplexed?

		Depends on transport mechanism

		

		

		

		



		Encrypted payload

		Yes and No
Level of encryption: Assumption is that only the payload is encrypted…

		

		

		

		



		Information on whether payload-unit-start indicator in TS header means the start of frame or of slice

		Boolean

		

		

		

		



		Information on whether marker bit in RTP header means the start of frame or of slice

		Boolean

		

		

		

		



		Information on whether random-access indicator in TS header means the start of I-frame or of IDR-frame

		Boolean

		

		

		

		



		Information on whether elementary-stream-propriety indicator in TS header means the start of I-frame or of IDR-frame

		Boolean

		

		

		

		



		Packet loss degradation, video

		Uniform loss:
0-4% (provisionally agreed; model will mainly be used for well-managed or partially managed networks (see G.1050), i.e. in packet loss range 
0-2%)

Burst loss:
0-2%, values to be agreed as well as additional parameters (collaboration with Q.17/12, examples are loss and gap run-lengths, etc., e.g. based on N-state Markov model)

		FEC and ARQ emulated either in terms of PCAP-conversion or in terms of loss parameter conversion (see Fig. 2, 1.C)


under development with Q.17/12.

Will be tested together with all other modes of operation in subjective tests, but models fed with either converted PCAP-files or parameters. 

		

		Detailed information available depends on the protocol used for reporting measurement data

		



		Packet loss degradation, audio

		Uniform loss:
0-10% (provisionally agreed; model will mainly be used for well-managed or partially managed networks (see G.1050), i.e. in packet loss range 
0-2%)

Burst loss:
0-10%, values to be agreed as well as additional parameters (collaboration with Q.17/12, examples are loss and gap run-lengths, etc., e.g. based on N-state Markov model)

		FEC and ARQ emulated either in terms of PCAP-conversion or in terms of loss parameter conversion (see Fig. 2, 1.C)


under development with Q.17/12

Will be tested together with all other modes of operation in subjective tests, but models fed with either converted PCAP-files or parameters.

		

		Detailed information available depends on the protocol used for reporting measurement data

		



		Packet loss degradation, audiovisual

		Uniform loss:
0-5% (provisionally agreed)


Burst loss: tbd.


		FEC and ARQ emulated either in terms of PCAP-conversion or in terms of loss parameter conversion (see Fig. 2, 1.C)


under development with Q.17/12

Will be tested together with all other modes of operation in subjective tests, but models fed with either converted PCAP-files or parameters.

		

		Detailed information available depends on the protocol used for reporting measurement data

		



		Symmetrical vs asymmetrical handling of audio and video in audiovisual case

		Model application: Symmetrical


Model development: Some asymmetric cases may be considered

		

		

		

		





Table 4: Overview of application range of P.NAMS for the IPTV application area.
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Figure 3: Options for handling of FEC/ARQ in P.NAMS, parameter extraction module (P-E). Note that the “Loss-related parameter mapping” module is considered transparent for all non loss-related parameters.
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