Meeting minutes Thursday 25th June

Notes by Quan

Morning

JEG and Hybrid break-out sessions running in parallel
JEG session

Last words « call for proponents » changed for « call for participation ».

Could be a call for proponent later, but too early right now.

Talk regarding the licensing. Should be discussed in parallel/online, but should be discussed.


Scope

Margaret: SRCs available, mainly 1080p 30. If wait until HD test, will have more available. SD mainly in NTSC 30. 

Filippo: If exe available, could be distributed to people who have databases, and get the results, with some description of the test sequence. 

Margaret: HDTV test material not available before early 2010. 

No dataset (with bitstream) available at this stage. Marcus can generate HRCs in case some lab can run a test.

Smaller format easier to process. 

NTIA has HDMI to RGB converter.

Small format: 7 organisations

HD: 3 organisations

All formats: 5 organisations

In any case, tools should be written in such a way that should work for different resolution.

Margaret: need at least one interlaced format, to avoid bad surprises later on.

Scope: is working at NAL level good enough ? What information do we lose by doing that ?

Marcus: 


packet info data (not available in bitstream, timestamps...)


bitstream


PVS


SRC

Marcus : should ask at what information is needed by all model so that we do not a test that will be useless because one information was not collected.

Nicolas: when making PVS, should save all the information available (PCAP file...)

Patrick : Need action point to list what's need as input to model to deal with transmission errors.

Margaret: if start with no transmission error test (coding error only), allows to do fast simple test. 

Margaret : should start with two small tests, so to check that all modules can handle changes in the 3 variables (resolution, progressive / interlaced, framerate)

Margaret: CDvial website, all members are encouraged to shoot video and upload. 

Ugent: Maybe better to start with complete decoder, not NAL parser, because will need more information with time. Reference software.

Marcus: would like to see a vmware image with all tools to produce HRCs

Patrick: on HRCs, coding error will always be useful in the future, but requirements for transmission error may change. 

Write the specs for the test, get it approved by the group. 

Patrick: Dataset available to the group, with PVS, bitstream, MOS score. So metrics can be tested against it starting from now.

Filippo: One fast way to test the metric is to test them against full ref models. 

Action points:


SRC collection, Margaret, Lucjan


subjective methodology studies, Ulrich, Filippo, Lucjan, Roland, 


H264 NAL parser, UGent, Ircyn


metric framework (inputs...) to handle transmission errors, Marie-Neige, Marcus, UGent


software issue, Roland, Marcus, Margaret, Ugent, Lucjan, Kjell


first core experiment: available database metric


PVS generation =>different encoder (collect PVS generators, report on them),  Marcus, Ugent 


decoders =>SoA and collection, Patrick


next call for evidence, Margaret (test)
Afternoon

Report of the discussions in the JEG session:

· Scope was discussed
· Actions points were identified

· Owners of some of the action points were identified 

(see above)
Report of the discussions in the Hybrid session:

· Terms of reference for the hybrid models were defined in document VQEG_Hybrid_TOR rev2.doc
· The document still needs further editorial work
· Will be included as an Annex in the Hybrid Test Plan

Potential locations and dates for next VQEG meeting:

· Chile in January 11
· Japan in January/February
LS from ATIS IIF about QoE survey

· There was some concern about how/where ATIS is going to report/disclose the information provided in the answers of the survey
· Will ATIS share the information with other organizations, e.g. VQEG?
Email from Gartner to VQEG

· AW informed the group about an email from Gartner requesting information about tele-presence
MM2 session

· Before the meeting, the chairs had sent out an email requesting any interested party to present their experience in running audio-video subjective tests
· Presentations were provided by DT labs, NTIA/ITS, Symmetricom and Orange Labs
· CS also presented an overview of existing speech and audio subjective test methods

· Discussions:

· NTIA mentioned that there is 
· a need for audio models applicable to a wide range of content as currently models are only for speech or music

· a need for a wide variety of content in validation of models as relationship between audio and video qualities may be highly content-dependent

· Can NTIA share the sequences used in their studies so that another lab can repeat the experiments to examine stability of audio-video quality assessment tests?
· Should audio-video tests follow the recommendations for video tests (e.g. ITU-T P.910 or ITU-R BT.500) or recommendations for audio tests (e.g. ITU-R BS.1116 or MUSHRA or ITU-T P.800) or else (new method)?

· Existing recommendations for audio quality assessment target mostly high-quality audio (very small impairments) using expert listeners for historical reasons (e.g. development of MP3)
· Is there an important influence of the speakers or headphones on the stability/repeatability of the results?
· Need to identify a methodology that can provide stable audio-video video quality scores across test labs

· How can we replicate an audio-video test in different countries since the audio track may contain portions of speech content in a given language?
