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Referring to the ongoing work within Video Quality Experts Group (VQEG), supported by members of ITU-T SG 9, ITU-T SG 12, ITU-R WP6Q and others, to standardise objective perceptual quality models that may be employed to measure the quality of 

(i) television services using Reduced Reference and No Reference techniques (RRNR-TV) and 

(ii) multimedia (MM) services using FR, RR and NR measurement techniques, 

we would like to comment on some of the topics concerning multimedia (MM) that should be considered before the test plan is approved. We consider the multimedia application area much more varied and complex than the TV area, and therefore we think it is very import to have a well defined view on what to accomplish. The comments are based on the existing Draft version 1.2 of the VQEG test plan.

1. Application area. The application area of the tested algorithm’s should be as clear as possible before the tests start, so that test cases can match the applications as close as possible (see e.g. TableX/P.862 over application areas). Applications and areas could be, e.g.:

i. Estimate quality of encoded/decoded video without transmission errors. Different coding standards will give different quality, but there is also a wide spread in video quality between different encoder implementations and settings of these. A range of different video coding standards, and also different encoder implementations of the coding standards, should be considered. Variation of bit rate, frame rate and quantization should be included. This case actually covers more than one application, since this is relevant for content creation for as download/MMS, IP streaming and circuit-switched streaming. The bitrate control and robustness strategies need to be different for the different cases which leads to many test cases. H.263 has loop-filters in Profile 3 (Annex J), and its influence on subjective quality should be checked. If there is not a loop-filter, it is advisable to use other postfilters for low-bitrate coding. Some proprietary systems have such filters built in, while there are recommendations in Appendices to H.263, for example. We think it is essential to have test cases with a set of typical post-filters, to cover this field of video quality without transmission errors. 

ii. Progressive download. This is an application case where the transport network influence is restricted to initial buffering time and possible rebuffering events.  The video quality of each individual picture should be the same as in i), but the additional buffering and rebuffering events will influence the user experience. The fundamental question here is if such buffering behaviour shall  be a part of the video quality measure, or if it should be handled separately? 

iii. IP-based mobile streaming. Relevant video codecs should be used, mainly H.263, MPEG-4, and Real video. The IP bearers for mobile networks typically have packet retransmission so packet losses are rare, but handover events may lead to buffering of data in the network and possible packet loss due to buffer overflow in network buffers. The typical quality of a streaming session would then be the same as for progressive download in ii) with encoded quality and rare rebuffering events of typical length 3-4 seconds in ii). Packet losses are of less importance, and should be rare, so a question here again is if one should use encoded quality as in I) together with numbers on rebuffering events and packet losses to classify the total quality. Such an approach is also in line with the Quality of Experience feedback from streaming clients in 3GPP PSS (Packet Switched Streaming) which is in the working draft of 3GPP TS 26.234 for release 6.  The typical bitrates are 20-128 kbps and QCIF resolution.

iv. Internet streaming. This differs substantially from iii) because it is congestion rather than handover that is the typical reason for transport problem. The preferred way to handle congestion is to decrease bandwidth demand, and therefore many Internet streaming solutions switch to a lower bitrate once it is likely that congestion appears. Congestion may also lead to packet losses. The case of iii) where one has rebuffering and continued playout of video of the same quality is therefore less likely, and instead the case of packet losses and switch down to lower quality may need to be subjectively evaluated. For Internet streaming, the bitrate and picture sizes are likely to be higher/bigger.

v. 3G-324M moble circuit-switched video telephony. Two video coding standards used: H.263 and MPEG-4. Transmission error will occur over the radio link in bursts, typically with a few seconds interval. Total bitrate including audio and multiplex is 64 kbps and the picture resolution is QCIF. Three call cases exist today:

1.  Mobile – Mobile, air interface transmission.

2.  Mobile – PC (SIP/H.323) client, air interface and fixed internet transmission.

3.  Multipoint with one or more mobile terminals and one or more PC clients

   We have experienced big variations in encoding quality between different terminals (bitrate,  framerate, error detection, error concealment), and therefore it is very important to have good emulations of different terminal implementations to cover this case. The cases with a gateway towards a PC client and MCU increases the test space further due to different encoding and error strategies in PC clients compared to mobile phones.

vi. Circuit-switched mobile streaming. In this case, the circuit-switched video telephony bearer (UDI64) is used for transporting video (H.263,MPEG-4) and audio (AMR) in a streaming session. Differences compared to IP streaming are encoding at constant bitrate since there is no buffer in the receiver, no retransmission is done over the air interface, and typically visible errors comparable to the video telephony case. The encoding must also be more robust than the IP streaming case.

vii. Mobile broadcast  (3GPP MBMS) and DVB-H. These are new areas where video, most likely H.264, is broadcasted to 3G phones, or mobile DVB-H receivers. In this case, there is no retransmission, but FEC systems. For MBMS a remaining packet loss rate for 95% of the users of 1% is discussed. For this case, it is important to have appropriate error distribution patterns and encoders and decoders that are close to what will be used once the systems are deployed.

viii. Video conference: Typically H.320 or H.323 system. Essentially no transmission problems, but delay requirements that makes constant bitrate encoding desirable. Not applicable to the mobile area.

2. Decoder/Terminal implementations

One general problem we have experienced is that terminal (mobile telephone) implementations differ much in how transport errors are handled. Another issue is postprocessing that may also differ. 

i. Error detection: Some video phones check the CRC in the H.223 multiplex layer and do not display parts of the video that have biterrros. Other do not  use this information and therefore display colored blocks when certain biterrors appear.
ii. Concealment strategies: Some examples of different strategies are a) Motion vectors of surrounding blocks are used or not b) Inter concealment is used in intra pictures if there has not been a scene change.

iii. Video post-processing, as deblocking filtering, error concealment (decoder dependent) and colour correlation (terminal screen dependent). Video post processing occurs in decoder implementations, to enhance the subjectively perceived quality, and the quality will vary dependant on the implementation. This might be a problem for FR tests.  



These differences show that it is important that a video quality tool uses the appropriate decoder implementation. It is also important that an objective video quality measure has been tested and verified against the type of error detection, concealment and post-processing that is at hand.

3. Content. The content might be classified or described by statistical measures described in P.910 (Spatial and Temporal Information).

4. Subjective evaluation

i. Reference test conditions. A set of reference test conditions should be decided to enable comparisons of results from different tests and different labs. This is similar to MNRU’s defined in ITU-T P.810, which are used in almost all speech quality MOS tests, and P.930. If possible, these reference test conditions could be useful also in future MM tests. Example: A well-defined noise added to a source content, resulting in different qualities at specific PSNR, well different well-defined coding quantization, etc.

ii. Videos with different bit rates. Which bit rates shall be included in the same experiments? How big bit-rate variations do we allow? How big quality variations do we allow during a scene (probably application specific)?

iii. The test instructions should be application dependent, e.g. different for streaming and video conference.

5. Test environment

i. PC performance should be decided, so that characteristics that might affect the subjective quality of the assessed video are comparable between different labs, and that the test is possible to repeat. The performance could concern graphical card incl. memory, processor speed, hard disk speed etc.

ii. The type display should be selected. In the future it might be considered to have different display type and size for different applications (internet and mobile streaming).

iii. Decoders for testing mobile applications shall be very close to what is actually used in mobile phones, including error detection, concealment and post-processing. It is important to have a good set of representative decoders.

6. Test conditions (HRC)

i. The test conditions should be selected to match the applications concerning bit-rate and bitrate variation etc. The video format must be decided for PDA/mobile applications.

ii. Transmission errors. The subjective influence of errors will depend on the content, or the part of the content that is disturbed (e.g. a persons face vs. “non-important” background). This must be considered in the test conditions.

iii. The image size/-s (one or several) of the displayed video formats must be decided. Different terminals might have different image size for the same video format, which will affect the perceived subjective video quality. It should be considered to have different image size of the same video format in the test.

iv. 
v. An objective algorithm can never handle different aspect ratios (different size of video on screen). The size of the displayed video and distance between test subject and screen should be defined.

Proposal:

1. Ericsson wants the scope and application areas to be clarified before the test starts. It is better that the scope is limited now, and a possible extended scope is defined at a later stage. If prioritizing between tests are needed due to limited time and resources, our prioritized scope for mobile applications is:

a. Estimate quality of encoded/decoded video without transmission errors, 1 i). Different video encoder and postprocessing implementations shall be considered. Different rate control algorithms will lead to different frame rate and/or quantizing. For mobile application, it is most important to have objective video quality tools for 3GPP defined codecs H.263 profile 0 (baseline) and profile 3, MPEG-4. This case may also cover progressive download, 1 ii),  and mobile streaming,1 iii), if  transport-related parameters like rebuffering and packet losses are reported for the unlikely cases where these happen.

2. The most important things for further work in the future, we think are:

a. Mobile broadcast with appropriate transport error distribution data, 1 viii).
b. 3G-324M video telephony (mobile – mobile, mobile – PC client), 1 v), which is similar to CS streaming, 1 vi). Transmission errors (bit errors the radio link and possible packet losses over the fixed IP net should be included). Variations in error robustness of the encoding, framerate as well as different error detection, concealment and postprocessing algorithms should be taken into account.

c. Combined quality of video and audio including synchronization depending on framerate.

	



