8. Objective quality model evaluation criteria

This paragraph describes the evaluation metrics and procedure used to assess the performances of an objective video quality model as an estimator of video picture quality in a variety of applications.

8.1. Evaluation procedure

The performance of an objective quality model is characterized by three prediction attributes:  accuracy, monotonicity and consistency. 

These attributes are measured using three different statistical metrics: root mean square error, Pearson correlation coefficient and respectively outlier ratio. The calculation of each statistical metric is performed along with its 95% confidence intervals. 

The F-test is required to be applied in order to evaluate the statistical significance difference of the models’ performance results. 

The statistical metrics are calculated using the objective model outputs and the results from viewer subjective rating of the test video clips. The objective model provides a single number (figure of merit) for every tested video clip. The same tested video clips get also a single subjective figure of merit. The subjective figure of merit for a video clip represents the average value of the scores provided by all subjects viewing the video clip.

It is presumed that the subjective results include mean ratings and error estimates that take into account differences within the viewer population and differences between multiple subjective testing labs.
To BE DISCUSSED: Did we reach agreement on scores’ types? Should we describe in   chapter 6 (this chapter) how the DMSO scores are obtained or this should be done in the subjective testing chapter? 

The evaluation analysis is based on DMOS scores for the FR and RR models, and on MOS scores for the NR model. Discussion below regarding the DMOS scores should be applied identically to MOS scores. From simplicity reason, only DMOS scores are mentioned for the rest of the chapter.

The objective quality model evaluation should be performed in 3 steps. The first step requires the data processing, which ensures the mapping of the objective output to the subjective domain. The second step calculates the statistical metrics and their 95% confidence intervals. The third step evaluates the statistical significance between the models’ performance metrics. 

8.2. Data processing

8.2.1. Mapping to the subjective scale 

To BE DISCUSSED: Evaluation on all databases should be performed based on “per experiment” mapping or based on “all experiments”? Issue also connected with the aggregation procedure (please see below 6.2.3)
In order to evaluate the statistical metrics it is firstly required to map the objective outputs to the subjective DMOS/MOS scale.  The mapping is applied per each subjective experiment. 

The mapping function could be a logistic function defined by equation (1)
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A third order polynomial function could be also used as mapping function. 

To BE DISCUSSED: Logistics or Monotonic mapping? (please see below pros and cons)

The logistic function is recommended because it ensures the monotonicity and the MOS scale limits without any constraints, and any possible algorithms’ penalization is avoided. The drawback of the logistic function is the compression effect at the lower and the upper end of the scale. This effect might be annoying if a lot of video clips are characterized by very poor or very good quality. This should be not the case for this test, because the desire is to uniformly cover the entire subjective scale.

A polynomial mapping needs monotonicity constraints, which might penalize the algorithms’ accuracy. It has the advantage though that it does not perform any compression at the scale’s boundaries. 

8.2.2. Averaging process

To BE DISCUSSED: Per condition and per sample evaluation, depending on the database type (please see below proposal) 

The evaluation is performed either “per condition” or “per sample”, depending on the test database type. If the test database is a simulated database, then averages per HRC condition are calculated for the subjective and objective scores. If the test database is a “live” database, then the evaluation analysis is performed using the subjective and objective scores per video sample. The latter type of evaluation is required due to the fact that for live networks is impossible to define conditions.  

8.2.3. Aggregation procedure

The evaluation of the objective metrics is performed in two steps. In the first step, the objective metrics are evaluated per experiment. In this case, the evaluation/statistical metrics are calculated for all tested objective metrics. A comparison analysis is then performed based on F-tests. 

In the second step, an aggregation of the performance results is considered. 

To BE DISCUSSED: Aggregation procedure (please see below proposal)
The aggregation could be performed using two different strategies. 

In the first case, the minimum, maximum and the average values for all three statistical metrics are compared for all experiments. The algorithm that performs best should show statistically significant superiority for all the three values and for all statistical metrics. 

The second strategy considers all the subjective and raw objective results for all experiments. Then, the mapping of the raw objective scores to the MOS scale is performed. Afterwards, the three statistical metrics are determined for all objective metrics. The best performing algorithm should exhibit statistically significant superiority for all the three statistical metrics. 

8.3. Evaluation metrics

Once the mapping has been applied to objective data, the three statistical metrics: root mean square error, Pearson correlation coefficient and outlier ratio are determined. The calculation of each statistical metric is performed along with its 95% confidence intervals. 

The F-test is required to be applied in order to evaluate the statistical significance difference of the models’ performance results. 

8.3.1. Pearson correlation  coefficient 

The monotonicity prediction of the objective metric is evaluated using the Pearson correlation coefficient. The correlation coefficient calculated between the subjective and mapped objective scores is given by (2) 
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(2)

Xi denotes the subjective score DMOS and Yi the objective DMOSp one.  N represents the total number of video samples considered in the analysis. 

It is known [1] that the statistic z (3) is approximately normally distributed and its standard deviation is defined by  (4). Equation (3) is called Fisher-z transformation.


[image: image3.wmf]÷

ø

ö

ç

è

æ

-

+

×

=

R

R

z

1

1

log

1513

.

1

10









(3)


[image: image4.wmf]3

1

-

=

N

z

s









                        (4)
The 95% confidence interval for the correlation coefficient is determined using one tailed t-Student distribution with t=1.64 and it is given by (5)
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NOTE. If more than N>30 samples are used, then the Gausssian distribution can be used instead of the t-Student distribution and therefore t=1.64 is replaced by zc=2 [1].

8.3.2. Root mean square error

The accuracy of the objective metric is evaluated using the root mean square error statistical metric.

To BE DISCUSSED: Should we rename Qerror as absolute prediction error Perror and remove the idea of error set since we deal with one single score per video clip? Should we use the name “average prediction error” for the root mean square error (proposal)?

The difference between measured and predicted DMOS is defined as the absolute prediction error Perror (6)
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where the index i denotes the video sample.
The root-mean-square error of the absolute prediction error Perror is calculated with the formula (7)
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The root mean square error (also called average prediction error PEavg) is approximately characterized by a (^2 (n) [1], where n represents the degrees of freedom and it is defined by (8)
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where N represents the total number of samples.

Using the (^2 (n) distribution, the 95% confidence interval for the PEavg (root mean square error) is given by (9) [1]
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8.3.3. Outlier Ratio 

The consistency attribute of the objective metric is evaluated by the outlier ratio OR which represents number of “outlier-points” to total points N. 
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where an outlier is a point for which
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where σ(DMOS(i)) represents the standard deviation of the individual scores associated with the video clip i. The individual scores are approximately normally distributed and therefore twice the σ value represents the 95% confidence interval. Thus, 2 * σ(DMOS(i))value represents a good threshold for defining an outlier point.

The outlier ratio represents the proportion of outliers in N number of samples. Thus, the binomial distribution could be used to characterize the outlier ratio. The outlier ratio is represented by a distribution of proportions [1] characterized by the mean (12) and standard deviation  (13)
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Thus, using the one tailed t-Student distribution, the 95% confidence interval of the outlier ratio is given by (14)
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NOTE. If more than N>30 samples are used, then the Gausssian distribution can be used instead of the t-Student distribution and therefore t=1.64 is replaced by zc=2 [1].

8.4. Statistical significance of the results

8.4.1. Significance of the difference between the correlation coefficients

The test is based on the assumption that the normal distribution is a good fit for the video quality scores’ populations. The statistical significance test for the difference between the correlation coefficients uses the H0 hypothesis that assumes that there is no significant difference between correlation coefficients. The H1 hypothesis considers that the difference is significant, although not specifying better or worse. 

The test uses the Fisher-z transformation (3) [1]. The normally distributed statistic (15) [1] is determined for each comparison and evaluated against the 95% t- Student value for the two–tail test, which is the tabulated value t(0.05) =1.96.
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	where 
[image: image16.wmf](

)

0

2

1

=

-

z

z

m


	(16)

	and 
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σz1 and σz2 represent the standard deviation of the Fisher-z statistic for each of the compared correlation coefficients. The mean (16) is set to zero due to the H0 hypothesis and the standard deviation of the difference metric z1-z2 is defined by (17). The standard deviation of the Fisher-z statistic is given by (18):
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where N represents the total number of samples used for the calculation of each of the two correlation coefficients. 

8.4. 2. Significance of the difference between the root mean square errors 

Considering the same assumption that the two populations are normally distributed, the comparison procedure is similarly to the one used for the correlation coefficients. The H0 hypothesis considers that there is no difference between rmse (or average prediction errors PEavg) values. The alternative H1 hypothesis is assuming that the lower prediction error value is statistically significantly lower. The statistics defined by (19) has a F-distribution with n1 and n2 degrees of freedom [1].
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PEavg,max is the highest rmse and PEavg,min is the lowest rmse involved in the comparison. The ζ statistic is evaluated against the tabulated value F(0.05, n1, n2) that ensures 95% significance level. The n1 and n2 degrees of freedom are given by N1-1, respectively and N2-1, with N1 and N2 representing the total number of samples for the compared average prediction errors. 

8.4.3.Significance of the difference between the outlier ratios

The significance test in this case is identical with the one for the correlation coefficients, with the modification that the standard deviation of the z statististic  (18) becomes (20)
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where N1 and N2 represent the total number of samples of the compared outlier ratios p1 versus p2. The variable p is defined by (21)
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To BE DISCUSSED : Should the metrics below stay?  They are more of subjective type than of objective type. They are not expressed quantitatively, but qualitatively.  Therefore, they might be sort of annoying in the presentation of the results. 

8.5. Generalizability

Generalizability is the ability of a model to perform reliably over a very broad range of video content. This is a critical selection factor given the very wide variety of content found in real applications. There is no specific metric that is specific to generalizability, so this objective testing procedure requires the selection of as broad a set of representative test sequences as is possible. The test sequences and specific HRC’s will be selected by the members of VQEG and should ensure broad coverage of typical content (spatial detail, motion complexity, color, etc.) and typical video processing conditions. The breadth of the test set will determine how well the generalizability of the models is tested. At least 20 different scenes are recommended as a minimum set of test sequences. It is suggested that some quantitative measures (e.g., criticality, spatial and temporal energy) should be used in the selection of the test sequences to verify the diversity of the test set.

8.6. Complexity

The performance of a model as measured by the above statistical metrics will be used as the primary basis for model recommendation. If several models are similar in performance, then the VQEG may choose to take model reference data bit rate into account in formulating their recommendations. For similar performance, the smaller reference data bit rate will be recommended. Thus, if reference data bitrates are not discriminating enough, a model comparison should be done within each module defined in ITU document 10-11Q/TEMP/28-R1.

References

[1] M. Spiegel, “Theory and problems of statistics”, McGraw Hill, 1998.






















_1172908965.unknown

_1172910297.unknown

_1172910914.unknown

_1172912173.unknown

_1172912796.unknown

_1172912941.unknown

_1172912630.unknown

_1172912128.unknown

_1172910652.unknown

_1172910721.unknown

_1172910342.unknown

_1172909602.unknown

_1172909931.unknown

_1172909371.unknown

_1172906001.unknown

_1172908649.unknown

_1096987217.unknown

_1096987387.unknown

_1096987459.unknown

_1096987296.unknown

_1096896579.unknown

