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Thursday 6 March 2003

Opening Comments

Existing multimedia testplan no more than a skeleton.

Need to consider basic components for defining multimedia test.

Important issues to be discussed:

· Test method

· Type of model that may be submitted to test

· Selection of test material (SRCs)

· Selection of error conditions (HRCs)

Test Method

· Major issue is whether initial test should be video or multimedia

· 3 options

1. Present video material only (model to measure video quality)

2. Present audio-video material (model to measure video quality only)

3. Present audio-visual material (model to measure overall, audio-visual, quality)

· Decision 

· first test will use option 1 (Present video material only (model to measure video quality)

· but aim to run follow-on tests that migrate to presenting/measuring multimedia (audio-visual) quality – i.e. option 3

What test method should be applied?

· Options:

· DSCQS

· SSCQE

· Some concern that DSCQS may not be appropriate as primary need is for a RRNR version of the multimedia quality metric

· However, as with broadcast, applications for a FR version of the multimedia model do exist (e.g. test and development)

· NTIA noted that they had performed tests that use SSCQE method but with capability to be able to measure quality in an analogous manner to DSCQS

· Paper on this method accepted for forthcoming conference (S.Winkler coordinating, special session at VCIP 2003 in Lugano, Switzerland)

· Suggested that if method is proved to be robust it should be submitted for international standarisation.

· ILG to consider which method is best, but quite positive about NTIA method

Tests may be either interactive or non-interactive.

Decision

· Due to difficulties in performing interactive tests

· First tests will be non-interactive

Type of model that may be submitted to test

· Qs. Will all submitted models have to be real time and RRNR?

Do we want to limit to RRNR? So far, we only know FR models work (VQEG Phase II test). 

GC notes that FR statistics would be easier to perform, as we have the experience from VQEG Phase II. Many issues with treatment of data for real-time metrics.

In terms of usage, FR would be applicable as a design/development tool? David points out the applications are the same as broadcasting. But for in-service quality control the models has to be RRNR. 

Decision

· Provided NTIA method is shown to be robust and is submitted for international standardisation

· Any type of model (FR, RR, NR) may be submitted to multimedia test

· Otherwise only real-time models (RR, NR) may be entered and standard SSCQE method will be applied

Selection of test material (SRCs)

Test material should be representative of multimedia services. The following list details the type of content that would be desirable to use in a multimedia test (note: it may not be possible to include or obtain all of this material, so some subset of the material listed below should be used in the test):

From ITU-T P.911:

	Category
	Description

	A
	One person, mainly head and shoulders, limited detail and motion

	B
	One person with graphics and/or more detail

	C
	More than one person

	D
	Graphics with pointing

	E
	High object and/or camera motion beyond the range usually found in video teleconferencing


Some of the data conference material from one of the categories above will be used. It is too early to decide how many and which. 

1) video conferencing

2) movies, movie trailers

3) sports, 

4) wild life/nature (documentary), 

5) music video, 

6) advertisement,

7) scrolling credits (text),

8) animation*

9) broadcasting news (more on the news, not on the studio). 

10) multiple windows (multiple text, multiple people talking, graphics, etc.)

11) home video 

*Some participants argued that this represents an unnecessary difficulty to the codecs and it is not representative.

It was agreed that a call for material should be made on the VQEG reflector as presently a serious shortage of representative test material exists. Minimal requirements for this source material may be required. The duration of the videos should be 60s-90s. Sound should be included in submitted test material. The selection of test material for tests should include material with none or few scene cuts and material containing several scene cuts.

In selecting SRCs, it should be noted that the following types of services are considered to be relevant to the work of the multimedia group (neither is this list exhaustive nor meant to be fully represented in any single multimedia test): live video streaming, pay per view, video on demand, video teleconferencing, surveillance, interactive shopping.

Selection of error conditions (HRCs)

A number of HRC issues exist for multimedia, including 



Bit-rate

Upper level = 2 Mbit/s

Lower level = 16 kbit/s

These are nominal limits but provide a good indication of the type of system the multimedia metric is applicable.



Frame rate

Is it interesting to manipulate frame rates? Yes.

See Reference ITU-T Y.1541 for details on possible frame rate levels to be used in creation of multimedia HRCs.

From ITU-T P.911:

	Video class
	Spatial format
	Delivered frame

 rate (Note 1)
	Typical latency

 (Note 2 )
Delay variation
	Nominal video

 bit rate, Mbit/s

	TV 0
	ITU-R Rec. BT.601
	Max FR
	(Note 2)
	270

	TV 1
	ITU-R Rec. BT.601
	Max FR
	(Note 2)
	18 to 50 

	TV 2
	ITU-R Rec. BT.601
	Max FR
	(note 2)
	10 to 25

	TV 3
	ITU-R Rec. BT.601
	Max FR occasional
Frame repeat 
	(Note 2)
	1.5 to 8

	MM 4a
	ITU-R Rec. BT.601
	~30 or ~25 fps
	Delay <(150 ms
Variation <(50 ms
	~1.5

	MM 4b
	CIF
	~30 or ~25 fps
	Delay <(150 ms
Variation <(50 ms
	~0.7


	Video class
	Spatial format
	Delivered frame

 rate (Note 1)
	Typical latency (Note 2 )
Delay variation
	Nominal video

 bit rate, Mbit/s


	MM 5a
	CIF
	10-30 fps
	Delay <(1000 ms 
Variation <(500 ms
	~0.2

	MM 5b
	(CIF
	1-15 fps
	Delay <(1000 ms
Variation <(500 ms
	~0.05


	MM 6a
	CIF-16CIF
	Limit ( 0 fps
	No restrictions (Note 3)
	<0.05, Limit ( 0 fps

	MM 6b
	CIF-16CIF
	Limit ( 0 fps
	No restrictions (Note 3)
	<0.05, Limit ( 0 fps

	NOTE 1 – Normally 30 fps for 525 systems and 25 fps for 625 systems.

NOTE 2 – Broadcast systems all have constant, but not necessarily low, one-way latency and constant delay variation. For most broadcast applications latency will be low, say between 50 and 500 ms. For high quality video conferencing, and conversational types of applications in general, latency should be preferably less then 150 ms [15]. Delay variations are allowed within the given range but should not lead to perceptually disturbing time-warping effects.

NOTE 3 – Differs only in audio bit rate.


What is the smallest frame rate we are interested? Limit =  0 fps.

The issue of temporal scaling will be discussed when the source material becomes available.

Packet loss

Packet  loss will be allowed. The levels of packet loss will be decided later. 

· The error conditions identified in Rec. Y.1541 will be used in selecting IP based HRCs.

Coding schemes

· MPEG-4 part 2 

· MPEG-4 part 10

· H.263

· H.261

· Microsoft MediaPlayer 9.0

· RealNetworks Player 8.0 (latest version)

· Quicktime 

· Motion JPEG2000

Test Monitor

Major debate on whether multimedia testing can be performed using standard PC monitors, LCDs or broadcast standard monitors. 

Problem: 

· with broadcast standard monitors, the quality seen by subjects (and on which their ratings are based) is very similar to the quality represented by the data made available to the models. 

· this is not true with PC monitors where the quality seen by subjects is partly determined by the display characteristics of the monitor (such as colour temperature or phosphor properties)

· so subjects may be rating quality on PC monitors that include artefacts introduced by the monitor itself and these artefacts are present in the data used by the model to measure quality

· further, problem with ensuring the PC set-up is standard across test laboratories (although ISO/IEC specification does detail a standard for calibrating PC monitors).

Decision:

· Tests should use broadcast monitors and viewing distance modified to be representative of different applications (e.g. PC or PDA)

· Preliminary work should be performed to ensure that modifying the viewing distance does not alter quality perceptions

· Exploration of how PC monitors may be standardised between laboratories and used in subjective tests

Note: for PC presentation there is the further problem of obtaining video material that is in progressive format. This problem exacerbates the issue of using PC monitors due to the complication of obtaining suitable test material. This difficulty should not prohibit a PC based test should the group consider such a test the most appropriate means to test multimedia quality metrics.

Form of Multimedia Quality Metric

Consideration of what a multimedia quality metric should achieve was discussed. The ultimate goal is to measure the perceived quality of a multimedia service. Following discussions at the meeting, the initially the goal was deemed to measure video quality only – so the idea is to first develop and independently test a low bit-rate video quality metric and afterwards develop/test a multimedia metric. 

Document j.mmq-req from Study Group 9 was introduced:


· According to this requirements document, the final multimedia metric should take account of audio quality, video quality, delay, task (e.g. interactive or passive)

· A multimedia integration function is applied to the model’s inputs and three quality measures are output

· Comment that a further two outputs can be derived (Aq and Vq – i.e. audio quality not considering influence of video quality; video quality not considering influence of audio quality)

PC argued that he has no evidence for an audio-visual interaction. Experiment done at Intel used high quality audio with varying conditions of video. No interaction was found.

However, there is a document ITU-T P.911 that gives a formula describing the interaction between audio and video. 

MOS_p= alpha + beta*MOS(audio)*MOS(video)

This form of multiplicative interaction has been found in tests performed by Bellcore, NTIA and KPN.

Friday 7th March

AOB

· Day 2 began with a summary of Day 1 discussions

· Question regarding test material for use in multimedia tests:

Will DVD data be used as source materials? For the moment source on D1, D5, digibeta and DVcam25. But, we could potentially be using DVD material. This material will be distributed before a final decision is made. It was considered that Superbits DVD may be suitable for selecting source material for the test.

No decision taken. At the moment, DVD and DVCam will be considered for use in the test.

· Presentation of Mr. Osamu Sugimoto (KDDI R&D)

· Study on multimedia quality metrics

· Applications 3G mobile, PDA and PC

· The subjective test is still under research

· This work is absolutely relevant to the multimedia group and future contributions from KDDI are warmly requested

A copy of the contribution from KDDI is provided in Appendix A.

AW raised the issue of extending VQEG work to cover HDTV.

Most participants in the rapporteurs meeting expressed interest in objective quality measurement of HDTV systems.
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1. Summary

This document introduces an activity of the study on multimedia quality metrics in ARIB(Association of Radio Industries and Businesses), the Japanese association of investigation, research and development in radio industry.

2. Study on multimedia quality metrics in Japan

ARIB currently studies about quality assessment methods in the area of audio, video and multimedia communications. The working group WG13 investigates about multimedia quality metrics for IP (Internet) and mobile applications. 

The WG13 made inquiries about IP and mobile applications toward member companies (broadcasters, communication carriers and manufacturers) of ARIB to clarify user requirements. From the result of inquiries, the WG focuses on three application categories – the 3G mobile, PDA (Personal Digital Assistance) and PC. The 3G mobile and PDA categories include video streaming, videophone and mobile reception of digital terrestrial broadcasting. The major differences between these two applications are display size and processing ability of the terminal. The PC category includes Internet video that has higher resolution and frame rate than mobile terminal. Typical user requirements are shown in Table 1.

The WG13 currently studies about subjective quality metrics based on ITU-T P.910 and P.911. The purpose of this study is to specify the conditions suitable for the applications shown in the table below. 

Table 1.  Typical parameters for IP and mobile applications

	
	3G mobile
	PDA
	PC

	Assumed application
	video streaming, videophone, Internet video

	
	mobile environment
	stable environment

	Bitrate
	64k-384kbps
	384k-1Mbps
	over 1Mbps

	Video resolution
	QCIF,CIF
	CIF,VGA
	VGA and greater

	Hardware speed
	low
	-->
	high

	Color quality
	Low(8bit-16bit)
	-->
	full color (24bit+)

	Framerate [fps]
	5-10
	10-full frame
	full frame
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