Multimedia (MM) RR-NR Meeting Minutes July 25-26, 2001

Introductions

Document 00 was presented – the fun begins…

Source Material

· Should add Mini-DV to pro-consumer quality, Digital Betacam to broadcast quality

· Do we want to keep “pro-consumer” differentiation?

We should determine application areas for MM before we define source material.

· Do we want to concentrate on live streaming applications?  There might be applications for full-reference MM?

· The normalization (i.e., calibration) requirements for full-reference MM might be difficult.

· Full reference might require a different subjective testing methodology (e.g., double stimulus), so we must decide if we want full-reference up front.

· Here we go again - Single stimulus vs. double stimulus

· Document 07

· Quality of Service (QOS) is also an important issue to consider.

· Should we focus on MPEG-4 video?  What about H26L which is better than MPEG-4?  H26L is supposed to be folded into MPEG-4?

· MM classes from ITU-T P.910 might be helpful here.

· New VQEG strategy might be required to record video bit-streams before they are sent to the video player, rather than recording the baseband video
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Discussion of Document 11

· Do we want to include MM Classes 4a to 5b?

· Perhaps we should limit our low-end frame rates?

· Should we combine QCIF and CIF in the same test?

· Must keep relationship between viewing distance and screen size the same?

· Scale QCIF to CIF?

· Some evidence that people naturally will move to a viewing distance at 5H

· Tentative consensus -- Perform two tests using CIF and QCIF (MM classes 4b, 5a, and 5b), both run at a viewing distance of 5H.  CIF has luminance sampling of 352 pixels x 288 lines; QCIF has luminance sampling of 176 pixels x 144 lines.

Applications

Tentative Consensus -- The following applications will be considered:

1. Streaming Video (Private and Public)

a. Video on Demand (VOD)

b. Pay Per View (PPV)

c. Live Video

d. Transcoding

2. Video Teleconferencing (VTC)

Back to Source Material

Should have a single stimulus vs. double stimulus discussion first since this might effect the choice of source material

· Do the viewers have an implicit reference – if not, we need to have an explicit reference

· May want to measure the difference in quality between source and received picture (e.g., 5 point impairment scale)

· The source is already impaired

· Tentative Consensus – Double stimulus impairment scale (DSIS) testing is preferably.

· Use the highest quality reference (source) that the service-provider would distribute in practice for a particular application

· References of different quality can be used

· Some concerns remain regarding no-reference objective systems

------------ End of day 1 ------------

Day 2 begins with a discussion of “tentative consensus” decisions reached on day 1 to try to reach “consensus” – here we go again.

Consensus was reached on applications to include in the test (see above, day 1 notes)
Some concerns with using 5H for QCIF for high-resolution PC monitor

· Produces a very small picture that results in a viewing distance that is close to the screen

Use of computer monitors for testing

· Need to be careful to fully specify performance of computer monitor

· For example, luminance level, contrast level, dot pitch, size, color space.

· Perhaps even to specify the use of one particular brand or type of monitor (e.g., Sony Trinitron).

· Also difficult to get access to the video if we use computer monitors

· Some Quick Time tools are available to play and capture video in a repeatable manner

· Windows media player would be difficult to get access to video that can be converted to uncompressed file format for our tests.

· Could write a letter to Microsoft or discuss this with them at the next ITU-R WP6Q meeting in September.

· Same comments for Real-Networks

· Action item for Philip Corriveau to ask for code that will allow VQEG to capture the output from a real encoder into an uncompressed file format.

· Could possibly use Linix open source software – conversion software that converts to Abekas format or “bigYUV format (Abekas format except all the individual frames are in one big file)”, and then outputs bigYUV format to D1 or D5.

Discussion about up-sampling QCIF to CIF (up-sampling both the original and the processed) to produce a larger image for viewing

· Could then also combine QCIF and CIF into one test, but up-sampling might introduce extra impairments into both original and processed

· Some informal subjective studies (QCIF original and QCIF processed vs. the same test setup where these are up-sampled to CIF) produced different results

· Not clear if these results produced statistically significant differences

· We would have to perform a pilot test to see if up-sampling can be used without effecting the results

· Action item for Vittorio Baroncini to perform this pilot study by the end of September and provide these results to VQEG

· We will wait for these results to finalize the tentative consensus on running 2 tests at 5H, one for CIF and one for QCIF

Discussion of using double stimulus impairment scale (DSIS) testing

· Might be unfair to zero reference systems since they do not know the quality of the source material

· An alternative to DSIS might be to conduct a training test with QCIF and CIF first (to set the expectations of the viewer), and then conduct a single stimulus test with hidden reference

· Not enough data to establish the validity of this approach for MM

· Some tests have been run, but the results are proprietary (the methodology is not proprietary, however, and could probably be released)

· Short sessions, less than 20 minutes

· High and low quality reference conditions occurred throughout to anchor viewers

· Philip Corriveau will check to see if this proprietary data can be released to VQEG

· Objective method does not necessarily have to act like a human

· Any kind of test that minimizes the variance in the subjective data would be preferably

· Choice of either the “Bookend” method of subjective testing (i.e., conduct a training test first to set the expectations of the viewer, and then conduct a single stimulus test with hidden references) or DSIS may be appropriate depending upon the application

Should audio be included in the MM tests?

· Why wasn’t audio included in TV tests?

· At TV bit rates, the effect of audio is negligible

· The needs of the MM industry include audio, as well as video

· Some customers want one quality number for MM

· Audio quality has a bigger influence on overall quality in MM than in TV

· Is it the charter of VQEG to include audio?

· Including audio would explode the amount of testing that would be required

· Tentative Consensus - Need to address audio concerns somehow so VQEG can offer a well rounded solution to industry

· VQEG can admit that we don’t have the resources or knowledge to address audio at this time; our emphasis is currently on video.  

· Make those outside of VQEG aware of this (e.g., ITU SG 9, 12, 6Q); ask for additional support to handle the audio component.

· Action item for Harley Myler to write this liaison statement

· Include audio and measure its quality using standard off the shelve audio quality measurement techniques

· Action item for Greg Cermak to summarize this idea and post to VQEG reflector

Greg submitted the following paragraphs for consideration: 

“Future Work: Results and materials from the current testing program could be used to form the basis of an exploratory testing program for audio plus video multimedia quality. The general idea would be to select a subset of the video HRC/SRC sequences that have an audio track. For each of the HRC/SRC sequences, construct three levels of audio quality impairment.  Subjective and objective quality measures would have already been collected for the video sequences.

Subjective quality judgments would be collected for the new set of video + audio multimedia sequences. The audio quality of the multimedia sequences would be measured using current state of the art speech quality algorithms such as PSQM, PAMS, or VQmon. The data would show how well objective measures for video quality and audio quality could be combined to predict overall subjective multimedia quality. This test would provide a beginning for a program to create objective measures for multimedia quality including both audio and video.”

Performance criteria for objective metrics

· Should we also address complexity as one of the criteria?

· Dependent on implementation and architecture.

· Could use the number of floating point operations/pixel or something like this.

· Could also include some general performance data for a specific implementation on a specific machine.

· Could include a statement in the test plan to request some general complexity information for each objective metric.

· Action item for Michele, Joel, Jamal, and Harley:  Come up with a statement for the test plan regarding objective model execution performance

Quick review of other submitted documents

· Document 05 - QoS on the Internet is being developed and may be available when VQEG’s MM work is done

· Currently, customers have little reason to monitor Internet quality since they cannot implement QoS controls

· Applications can perform some limited QoS control

Look at the initial version of the test plan – Document 04

· Comments on the shell of the MM test plan were discussed
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