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INTRODUCTION - Why a Phase II?

Three ITU study groups (ITU-R SG6, ITU-T SG12 and ITU-T SG9) the ANSII (T1A1) and IEEE are in the process of developing one or more method for the objective measurement of video quality. The Video Quality Experts Group (VQEG
), comprised of members drawn from the above normalization bodies, recently completed a 2-year validation test to evaluate the performance of objective video quality models as submitted by a number of proponents. A final report was issued in March 2000 and is available at http://ftp.crc.ca/test/pub/crc/vqeg/ along with supporting documents. A very brief summary of the final report is quoted here.

“Each of ten proponents submitted one model to be used in the calculation of objective scores for comparison with subjective evaluation over a broad range of video systems and source sequences. Over 26,000 subjective opinion scores were generated based on 20 different source sequences processed by 16 different video systems and evaluated at eight independent laboratories worldwide. The subjective tests were organized into four quadrants:  50 Hz/high quality, 50 Hz/low quality, 60 Hz/high quality and 60 Hz/low quality. High quality in this context refers to broadcast quality video and low quality refers to distribution quality. The high quality quadrants included video at bit rates between 3 Mb/s and 50 Mb/s. The low quality quadrants included video at bit rates between 768 kb/s and 4.5 Mb/s. Depending on the metric that is used, there are seven or eight models (out of a total of nine) whose performance is statistically equivalent. The performance of these models is also statistically equivalent to that of peak signal-to-noise ratio (PSNR). Based on the analysis of results obtained for the four individual subjective test quadrants, VQEG is not presently prepared to propose one or more models for inclusion in ITU Recommendations on objective picture quality measurement.”

At the fourth meeting of VQEG held 13-17 March 2000 at the Communications Research Center in Ottawa (Canada) it was decided that further study should be considered for two video quality ranges and three application environments. The quality ranges are designated as Television (TV) and multimedia (MM), while the application environments are designated as Full Reference (FR), Reduced Reference (RR) and No Reference (NR) [being useful for applications in both quality ranges]. Most urgent is the need to continue the work of the past two years (now designated FR-TV Phase I) with the hope of being able to propose at least one objective video quality measurement method to be included in ITU recommendations.

1 Scope of the phase ii test

The main purpose of the Phase II test of VQEG is to produce a set of input to the relevant standardisation bodies to produce world wide recommendations in the definition of an Objective Quality Matrix Model in the digital domain.

To perform this job VQEG has decided to define a more precise area of interest, trying at the same time to obtain more discriminating results than what was accomplished in Phase I.
This gives VQEG increased motivation to pursue reliable results in a shorter period of time.

This document defines also the conditions, and the time schedule, for Phase II of FR-TV tests.

The test plan described in this document includes also an “Expert Viewing” effort, to do which VQEG will issue a call for participation to experts operating in relevant international standardization bodies.

In any case VQEG “Expert Viewing” results will be released only when “Formal Tests” results will be available.

Nevertheless if “Formal Tests” results will show a consistent delay in availability (i.e. beyond March 2002), “Expert Viewing” could be considered as the result available.
2 Test set-up

The sections of  chapter 2 describe the conditions and the technical details, according which the VQEG FR-TV phase II subjective tests will be carried out.

2.1 Test methodology

The selected test methodology is the Double-Stimulus Continuous Quality-Scale Method (DSCQS). This choice has been dictated by the fact that DSCQS is the most reliable and widely used method proposed by Rec. ITU-R BT.500-10. Among the many features of this method, it is important, for the aim of this test, the scientifically demonstrated low sensitivity to the contextual effects.

The DSCQS method collects the opinion of a subject presenting for two consecutive times a pair of sequences; one of the two is the source material while the other one is the material under test obtained by processing that source material. The order by which the source and the processed material are shown is randomly selected and it is unknown to the subjects. Figure 1 shows an example of DSCQS basic test cell.

The basic test cell presentation is randomised over the test session(s) to avoid the clustering of the same conditions or sequences. Participants evaluate the picture quality of both sequences using a continuous grading scale. Subjects are invited to vote as the second presentation of the second picture begins and are asked to complete the voting in the 4 seconds after that. Usually audio or video captions announce the beginning of the sequences and the time dedicated to vote.

In the formal subjective test for the VQEG “phase II” timing and video captions will be applied according to Figure 1.
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Figure 1 – DSCQS basic test cell

To improve the efficiency of the test process a pilot study has been executed at CCETT (others are welcome) to verify whether the test results accuracy may be influenced by the sequence duration; at the Ottawa meeting, it has been suggested to consider a 5 seconds length (as a possible alternative to 8 seconds) if any scientific proof of validity of this choice was given; otherwise 8 seconds sequences would have been considered (as for the Phase I tests). Results of the experiment made by CCETT show some moderate improvement of the discrimination ability using 8 seconds test sequence. The final decision will be taken at the next VQEG meeting.

2.2 Grading scale

The DSCQS method consists of two identical 10 cm graphical scales (see Figure 2 ) which are divided into five equal intervals with the following adjectives from top to bottom: Excellent, Good, Fair, Poor and Bad.

Rec. 500 recognises the necessity to translate the adjectives in the language of the country where each tests is performed, it is also recognised that the use of different languages provides a slight bias due to the different meaning that each idiom gives to the translated terms. 

2.2.1 Use of paper for voting

If paper is used to collect the scores, the scales will be positioned in pairs to facilitate the assessment of the two sequences presented in a basic test cell. The leftmost scale will be labelled “A” and the other scale “B”. To avoid loss of alignment between the votes and the basic test cells, each pair of scales will be labelled with a progressive number; in this way the subjects will have the opportunity to verify if they are expressing the current vote using the right pair of scales. The subject records his/her assessment drawing a short horizontal line on the grading scale at the point that corresponds to their judgement. 

2.2.2 Use of sliders for voting

If the votes will be collected in an automatic way, a pair of sliders (with an extension of 10 cm) could be used to collect the scores, to facilitate the assessment of the two sequences presented in a basic test cell. The leftmost slider will be labelled “A” and the other one “B”. The subject records his/her assessment moving up and down the sliders on the grading scale. OR the use of a single slider is allowed with the scoring of the A B pair in series. Some laboratories use a single slider device, which is acceptable and proven in the past.

[image: image2.wmf]
Figure 2 – Example of DSCQS grading scale
2.3 Selection of the Test Material (SRCs)

A wide range of Source material (SRCs) has been shown during the Boulder meeting (05/7-11/01). Most of it has been judged of interest and will be preliminary processed by the HRCs preliminary selected at the Boulder meeting for the RR-NR-TV project.

The final decision on the test material will be taken during the Orlando meeting (07/27/01), on the basis of the view of the SRCs coded through the HRCs preliminary selected at the Boulder meeting.

In any case it has been decided that the test will be done using a total of 8 SRCs.

Table 1 will be filled out during the Orlando meeting (07/27/01).

	SRC
	Name
	Description

	8
	t.b.d.
	

	7
	t.b.d.
	

	6
	t.b.d.
	

	5
	t.b.d.
	

	4
	t.b.d.
	

	3
	t.b.d.
	

	2
	t.b.d.
	

	1
	t.b.d.
	


Table 1 – List of SRCs
As a general rule the selected material will be culturally neutral and gender ‘unbiased’.

2.3.1 Limitation in the use of the test material

The use of the VQEG test sequences shall be restricted to the VQEG evaluation technical tests and shall not be re-used without permission for any other purpose and in any other form, including the development, promotion, demonstration and commercialisation of products directly or indirectly derived from the VQEG activities. 

It shall not be used without permission for any non-VQEG related evaluations, developments and /or commercial purposes (including demonstration and promotion).

Under the responsibility of the ILC, New test sequences will be used if available. All the entities (broadcasters, industries, research center, normalization bodies, etc) interested in the outcome of this activity are invited to provide video test material, which they judge to be adequate to design a really effective test campaign. 

2.4 Hypothetical Reference Circuits (HRC)

The selection of the HRCs will be done according to the following indications:

a. Compression ranging from 1 to 8 Mbps, using more than one encoder chip,

b. Cascading (one or two cases of the above),

c. Statistical multiplex,

d. Mostly in agreement with RR-NR TV choices.

A pre-selection of the HRCs has been done during the Boulder meeting (05/7-11/01).

In any case it has been decided that the test will be done using a total of 8 HRCs.

Table 2 will be filled out during the Orlando meeting (07/27/01).

	HRC
	Condition(s)
	Description

	8
	t.b.d.
	

	7
	t.b.d.
	

	6
	t.b.d.
	

	5
	t.b.d.
	

	4
	t.b.d.
	

	3
	t.b.d.
	

	2
	t.b.d.
	

	1
	t.b.d.
	


Table 2 – List of HRCs
2.5 Distribution of tests over facilities

With the closure of many independent subjective testing facilities around the world, the possibility of allowing proponent laboratories to conduct subjective tests should be entertained. The larger the sample obtained the more stable the statistical results.

The tests will have to be distributed at least over two laboratories. The experience gained, during the Phase I, suggests restricting the 50 Hz tests to 50 Hz countries, while there is no problem to conduct 60Hz test in 50Hz countries. Table 3 is an example of possible resource allocation. 

Assuming that in N laboratories at least 18 subjects will participate in the tests for each laboratory, there will be a total of N/2 x 16 subjects running 50 Hz and N/2 x 16 subjects running 60 Hz tests. Then imposing N=4 the total number of subjects participating to the test will be of 32 subjects at 50hz and 32 subjects at 60 Hz. 

Table 3 has will be defined at the time of the release of the final “Call for Proposals”.

	Laboratory Code
	Test site
	50Hz tests
	60Hz tests

	1
	
	
	X

	2
	
	
	X

	3
	
	X
	

	4
	
	X
	


Table 3 – List of laboratories participating to the tests
2.6 Test design

Each test tape will be assigned a number so that we are able to track which facility conducts which test. The tape number will be inserted directly into the data file so that the data is directly linked to one test tape.

2.7 Viewing conditions

Viewing conditions should comply with those described in Reccomendation ITU-R BT.500-10. An example of a viewing room is shown in Figure 3. 
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Figure 3 – Example of viewing room set-up*
* With CRC courtesy

Specific viewing conditions for subjective assessments in a laboratory environment are:

· Ratio of luminance of inactive screen to peak luminance:   0.02

· Ratio of the luminance of the screen, when displaying only black level in a completely dark room, to that corresponding to peak white*: 

· Display brightness and contrast: set up via PLUGE (see Recommendations ITU-R BT.814 and ITU-R BT.815)

· Maximum observation angle relative to the normal**: 30° 

· Ratio of luminance of background behind picture monitor to peak luminance of picture: 
· Chromaticity of background: D65  (0.3127, 0.3290)
· Peak screen luminance: 70 cd/m2.

· Phosphor (x,y) chromaticities: R(0.640, 0.340), G(0.300, 0.600), B(0.150, 0.060) (these values are given in Rec. ITU-R BT.1361 and are close to both SMPTE-C and EBU values). 

*  It may become less than 0.01 when adjusted by PLUGE, but it is acceptable

**This number applies to CRT displays, whereas the appropriate numbers for other displays are under study.

The monitor size selected for these the subjective assessments is a 19” or 20” Professional Grade monitor. In the interest of uniformity of practice and because of the availability of 19” professional-grade monitors, the 19” condition supersedes the condition specified in Rec. ITU-R BT.1129-2 for 20” and over.

The viewing distance will be 3H (i.e. three times the height of the picture tube). This choice mainly is suggested by the strong demand for more discriminating test results. Care must be taken to realize that the raster of the monitor might be visible at this distance.
The 6H distance will be considered only if adequate resources are available; the use of the same observers for both distances can be done applying the proper statistical analysis to combined the data (should this be the case, each observer will run the 3H at least one week later than the 6H test and vice versa).

2.8 Monitor display verification

Each subjective laboratory will undertake to ensure certain standards and will maintain records of their procedures & results, so that a flexible & usable standard of alignment 'objective' can be maintained.

It is important to assure the following conditions through monitor or viewing-environment adjustment:

· To make the display conditions uniform among different facilities, no aperture correction should be used.

· Monitor bandwidth should be adequate for the displayed format

· Focus should be adjusted for maximum visibility high-spatial-frequency information

· Purity (spatial uniformity of white field) should be optimised
· Geometry should be adjusted to minimize errors & provide desired over scan. The non-active video region is defined as:

· the top 14 frame lines

· the bottom 14 frame lines

· the left 14 pixels

· the right 14 pixels

2.9 Instructions to subjects

The following text (if necessary translated into the language of the respective country) shall be the instructions given to subjects. Slight modifications are allowed for labs where electronic devices are used instead of pen & paper.
“In this test, we ask you to evaluate the overall quality of the video material you see.  We are interested in your opinion of the video quality of each scene.  Please do not base your opinion on the content of the scene or the quality of the acting.  Take into account the different aspects of the video quality and form your opinion based upon your total impression of the video quality.

Possible problems in quality include:

· poor, or inconsistent, reproduction of detail;

· poor reproduction of colours, brightness, or depth;

· poor reproduction of motion; 

· imperfections, such as false patterns, or “snow”.

The test consists of a series of judgement trials. During each trial, two versions of a single video sequence which may or may not differ in picture quality, will be shown in the following way:
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“A” is the first version, “B” is the second version. The first presentation of a trial will be announced with the written caption “A”, and the second with “B”.  This pair of presentations will then be repeated, thereby completing a single trial.  

In judging the overall quality of the presentations, we ask you to use judgement scales like the samples shown below.


[image: image5.wmf]
SAMPLE QUALITY SCALE

As you can see, there are two scales for each trial, one for the “A” presentation and one for the “B” presentation, since both the “A” and “B” presentations are to be judged.

The judgement scales are continuous vertical lines that are divided into five segments.  As a guide, the adjectives “excellent”, “good”, “fair”, “poor”, and “bad” have been aligned with the five segments of the scales.  You are asked to place a single horizontal line at the point on the scale that best corresponds to your judgement of the overall quality of the presentation (as shown in the example). 


[image: image6.wmf]
You may make your mark at any point on the scale, which most precisely represents your judgement.

In making your judgements, we ask you to use the first pair of presentations in the trial to form an impression of the quality of each presentation, but to refrain from recording your judgements.  You may then use the second pair of presentations to confirm your first impressions and to record your judgements in your Response Booklet.

We will now show you four demonstration trials. Please judge the quality using your training sheet.

DEMONSTRATION TRIALS PRESENTED AT THIS POINT

2.10 Viewers

One group of 18 observers will be used in each laboratory. Only non-expert viewers will participate. The term non-expert is used in the sense that the viewers’ work does not involve television picture quality and they are not experienced assessors. They must not have participated in a subjective quality test over a period of six months.

All viewers will be screened prior to participation for the following:

· normal (20/20) visual acuity with or without corrective glasses (per Snellen test or equivalent) 

· normal colour vision (per Ishihara test or equivalent)

· familiarity with the language sufficient to comprehend instruction and to provide valid responses using semantic judgement terms expressed in that language.

The results will be checked for completeness first. An observer is discarded if the number of failed votes exceeds one in one of the sessions. Additionally, the observers will be screened after the test as specified in sec. 2.3.1 of Annex 2 “Screening for DSIS, DSCQS and alternative methods except SSCQE method” of recommendation ITU-R BT.500-8. The viewers will be assigned to sub-groups, which will see the test sessions in different orders (chapter 2.4). The screening will NOT be applied to these sub-groups but to the groups, which participate in one test (e.g. 525/60, High Quality) as a whole.

Valuable results of at least 15 viewers are required. Consequently, an additional test is necessary if  the number of viewers is reduced to less than 15 as a result of the screening.

2.11 Test data collection

Depending on the facility conducting the evaluations, data entries may vary, however the structure of the resulting data should be consistent among laboratories.  An ASCII format data file should be produced with certain header information followed by relevant data pertaining to the ratings/judgements including the results of the stabilisation basic test cells.

In order to preserve the way in which data is captured, one file will be created with the following information:

	RAW DATA

	Subject Number
	SxHRCy
	SxHRCy
	SxHRCy

	
	source
	process
	process
	source
	source
	process

	111011
	95.1
	62.3
	71.5
	20.4
	75.8
	49.3…

	111021
	88.6
	60.4
	75.1
	21.2
	77.0
	51.3…

	.
	
	
	
	
	
	

	.
	
	
	
	
	
	


The codes of the subject number have the following meaning:

1st digit: labs (see 3.3.1)

2nd digit: LQ(0) / HQ(1)

3rd digit: session order (see 3.4)

4th & 5th digit: subjects number (01-18)

6th digit: seat position (1-3, see FIGURE 5 in section 4)

All scene and HRC combination will be identified in the first row of the file.  All these files should have extensions “.dat”.  This file will include the results of the stabilization trials.  These also will be labelled.  The files should be in ASCII format and/or Excel format.

2.12 Subject data format

The purpose of this file is to contain all information pertaining to individual subjects who participate in the evaluating.  The structure of the file would be the following:

	Subject Number 
	Tape Number
	Month 
	Day
	Year
	Age
	Gender*

	111011
	01
	02
	12
	98
	25
	2

	111021
	01
	02
	12
	98
	32
	1



*Gender where 1=Male, 2=Female

2.13 De-randomized data

In a normal situation for the statistical analysis of data it is nice to have the data set sorted in order of scene and HRC combination.  It is proposed that if possible each lab produce a data file with sorted data to resemble the following:

	
	
	
	
	SORTED SOURCE DATA POINTS

	Subject Number
	Tape
	Age
	Gender
	S1HRC1
	S1HRC2
	S1HRC3.

	111011
	01
	27
	2
	78.0
	53.5
	49.1


Sequence processing overview

1. Each source sequence shall have associated color bars that accurately represent the correct amplitude and offset (black level) of the sequence.

2. At the time the sequence is processed through the HRC the gain and offset shall be adjusted to an accuracy of 2% of full amplitude either by adjustment within the HRC or an external processing amplifier. (N1)

3. When the tape recording of the processed sequence is made it shall be replayed to verify the accuracy of the gain and offset.

4. Distribution copies from the tape editing shall be replayed prior to distribution to verify the accuracy of the gain and offset.

5. The color bars on the leader of the subjective tapes shall be used to adjust the gain and offset of the viewing monitors to provide BT.500 viewing conditions.

6. If resources are available for normalization and distribution of all sequences (N2), normalization of gain, offset and spatial alignment shall be implemented by an agreed method and to an agreed accuracy.

7. PSNR shall be calculated based on normalization of gain, offset and spatial alignment implemented by an agreed method and to an agreed accuracy. 

8. Proponents may use the color bars as an aid to the normalization for their model if desired.
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Figure 4 - Sequence processing overview
3 Testing procedures 

3.1 Test schedule

Here below the list of the actions and the related schedule is provided.

	Action
	Done by
	Source
	Destination

	Test plan Completed and approved
	June1st 
	VQEG
	-

	Final HRCs and SRCs selection
	July 25th 
	VQEG
	-

	Call for proposal
	August 1st
	VQEG
	Proponents

	Call for expert
	August 1st 
	VQEG
	Relevant St. Bodies

	Final Submission of executable model
	September 21st
	Proponents
	VQEG

	Video material delivery
	October 1st 
	VQEG
	Proponents

	Expert viewing
	October 3rd to 5th 
	Expert group
	Independent Labs

	Tape editing
	November 2nd
	Independent Lab Editing
	Test sites

	Objective data delivery
	November 23rd
	Proponents
	VQEG

	Formal Subjective Tests 
	November 23rd
	Test sites
	Independent Labs

	Statistical analysis (obj. vs subj.)
	December 21st 
	T. b. d.
	Independent Labs

	Final report
	January 23rd 
	Independent Labs
	Relevant St. Bodies


Confirmation of the model submission deadline will be made three weeks prior based on the availability of resources necessary to carry out the test.

3.2 Results analysis

The results as provided by the proponents and verified by the independent lab(s) will be analyzed to derive the evaluation metrics of section 4. These metrics are calculated by each proponent and verified by the ILG, or they may be calculated completely by the ILG and verified by the proponents. The results will be reported anonymously to the outside world but identified by proponent to VQEG.

PSNR shall be calculated based on normalization of gain, offset and spatial alignment implemented by an agreed method and to an agreed accuracy. If full normalization of all sequences (N2) is not implemented by an agreed laboratory then one or more proponents may calculate PSNR values to be spot checked by an independent laboratory.

4 Objective quality model evaluation criteria

4.1 Introduction to evaluation metrics

A number of attributes characterize the performance of an objective video quality model as an estimator of video picture quality in a variety of applications. These attributes are listed in the following sections as:

· Prediction Accuracy

· Prediction Monotonicity

· Prediction Consistency

This section lists a set of metrics to measure these attributes. The metrics are derived from the objective model outputs and the results from viewer subjective rating of the test sequences. Both objective and subjective tests will provide a single number (figure of merit) for each Source and Processed sequence pair that correlates with the video quality difference between the Source and Processed sequences. It is presumed that the subjective results include mean ratings and error confidence intervals that take into account differences within the viewer population and differences between multiple subjective testing labs.

4.2 Prediction nonlinearity

The outputs by the objective video quality model (the VQR’s) should be correlated with the viewer DMOS’s in a predictable and repeatable fashion. The relationship between predicted VQR and DMOS need not be linear as subjective testing can have nonlinear quality rating compression at the extremes of the test range. It is not the linearity of the relationship that is critical, but the stability of the relationship and a data set’s error-variance from the relationship that determine predictive usefulness. To remove any nonlinearities due to the subjective rating process (see Figure 1.) and to facilitate comparison of the models in a common analysis space, the relationship between each model’s predictions and the subjective ratings will be estimated using a nonlinear regression between the model’s set of VQR’s and the corresponding DMOS’s.
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Figure 1.  Example Relationship between VQR and DMOS

The nonlinear regression will be fitted to the [VQR,DMOS] data set and be restricted to be monotonic over the range of VQR’s. The functional form of the nonlinear regression is not critical except that it be monotonic, reasonably general, and have a minimum number of free parameters to avoid over-fitting of the data. As the nature of the non-linearities are not well known beforehand, several functional forms will be regressed for each model and the one with the best fit (in a least squares sense) will be used for that model. 

The functional forms to be regressed are listed below. Each regression will be with the constraint that the function is monotonic on the full interval of quality values:

4.2.1.1  The  4-parameter cubic polynomial 

      DMOSp(VQR) = A0 + A1*(VQR ) + A2*(VQR)^2+  A3*(VQR)^3 

      fitted to the data [VQR,DMOS].

(2) The same polynomial form as in (1) applied to the "inverse data" [DMOS, VQR].

(3) The 5-parameter logistic curve:

        DMOSp(VQR) = A0 + (A1-A0)/(1 + ( (X+A5)/A3)^A4 )

        fitted to the data [VQR,DMOS].

The chosen nonlinear regression function will be used to transform the set of VQR values to a set of  predicted MOS values, DMOSp(VQR), which will then be compared with the actual DMOS values from the subjective tests. 

Besides carrying out an analysis on the mean one can do the same analysis on the individual Opinion Scores (OS), leading to individual Differential Opinion Scores (DOS). This has the advantage of taking into account the variations between subjects. For objective models there is no variance and thus OSp= MOSp and DOSp=DMOSp.

4.3 Evaluation metrics

This section lists the evaluation metrics to be calculated on the subjective and objective data. Once the nonlinear transformation of section 4.2 has been applied, the objective model’s prediction performance is then evaluated by computing various metrics on the actual sets of subjectively measured  DMOS and the predicted DMOSp. The set of differences between measured and predicted DMOS is defined as the quality-error set Qerror[]:


Qerror[i] = DMOS[i] – DMOSp[i] 

where the index ‘I’ refers to an individual processed video sequence.

Metrics relating to Prediction Accuracy of a model
Metric1: 
The  Pearson linear correlation coefficient between DOSp  and DOS, including a test of significance of the difference.

Metric2: 
The  Pearson linear correlation coefficient between DMOSp  and DMOS.

Metrics relating to Prediction Monotonicity of a model
Metric3: 
Spearman rank order correlation coefficient between DMOSp  and DMOS.

A pair-wise comparison of pairs of HRC’s on a scene by scene basis has also been proposed for examining the correlation between subjective preferences and objective preferences, and merits further investigation by the VQEG for inclusion in these tests.

Metrics relating to Prediction Consistency of a model
Metric4: 
Outlier Ratio of  “outlier-points” to total points N. 



 Outlier Ratio = (total number of outliers)/N

where an outlier is a point for which:  ABS[ Qerror[i] ] > 2*DMOSStandardError[i]. 

Twice the DMOS Standard Error is used as the threshold for defining an outlier point. 

4.4 Generalizability

Generalizability is the ability of a model to perform reliably over a very broad set of video content. This is obviously a critical selection factor given the very wide variety of content found in real applications. There is no specific metric that is specific to generalizability so this objective testing procedure requires the selection of as broad a set of representative test sequences as is possible. The test sequences and specific HRC’s will be selected by the experts of the VQEG’s Independent Labs and Selection Committee (ILSC) and should ensure broad coverage of typical content (spatial detail, motion complexity, color, etc.) and typical video processing conditions. The breadth of the test set will determine how well the generalizability of the models is tested. At least 20 different scenes are recommended as a minimum set of test sequences. It is suggested that some quantitative measures (e.g., criticality, spatial and temporal energy) are used in the selection of the test sequences to verify the diversity of the test set.

4.5 Complexity

The performance of a model as measured by the above Metrics #1-7 will be used as the primary basis for model recommendation. If several models are similar in performance, then the VQEG may choose to take model complexity into account in formulating their recommendations if the intended application has a requirement for minimum complexity. The VQEG will define the complexity criteria if and when required. 

5 Conclusions

All results will be reported in a technical document and submitted to the Standardization bodies. 

Discussion will be provided to help with the interpretation of the results.

Annex I
Objective Video Quality Model Attributes

This test plan presents several important attributes, and supporting metrics, that relate to an objective quality model’s ability to predict a viewer’s rating of the difference between two video sequences. This annex provides further background on the nature of these attributes, and serves as a guide to the selection of metrics appropriate for measuring each attribute. The discussion is in terms of the relation between the subjective DMOS data and the model’s transformed DMOSp data. The schematic data and lines are not real, but idealized examples only meant to illustrate the discussion. In the interest of clarity, only a few points are used to illustrate the relationship between objective DMOSp and subjective DMOS, and error bars on the subjective DMOS data are left out. 

Attribute1: Prediction Accuracy

This attribute is simply the ability of the model to predict the viewers’ DMOS ratings with a minimum error “on average”. The model in Figure 2 is seen to have a lower average error between DMOSp and DMOS than the model in Figure 3, and has therefore greater prediction accuracy.
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Figure 2. Model with greater accuracy  
Figure 3. Model with lower accuracy

A number of metrics can be used to measure the average error, with root-mean-square (RMS) error being a common one. In order to incorporate the known variance in subjective DMOS data, the simple RMS error can also be weighted by the confidence intervals for the mean DMOS data points. The Pearson linear correlation coefficient, although not a direct measure of average error magnitude,  is another common metric that is related to the average error in that lower average errors lead to higher values of the correlation coefficient.

Attribute2: Prediction Monotonicity
An objective model’s DMOSp values should ideally be completely monotonic in their relationship to the matching DMOS values. The model should predict a change in DMOSp that has the same sign as the change in DMOS. Figures 4 and 5 below illustrate hypothetical relationships between DMOSp and DMOS  for two models of varying monotonicity. Both relationships have approximately the same prediction accuracy in terms of RMS error, but the model of Figure 4 has predictions that monotonically increase. The model in Figure 5 is less monotonic and falsely predicts a decrease in DMOSp for a case in which viewers actually see an increase in DMOS.
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Figure 2. Model with more Monotonicity
Figure 3. Model with less Monotonicity
The Spearman rank-order correlation between DMOSp and DMOS  is a sensitive measure of Monotonicity. It also has the added benefit that it is a nonparametric test that makes no assumptions about the form of the relationship (linear, polynomial, etc.). Another method to understand model Monotonicity is to perform pair-wise comparisons on HRC’s by type of sequence, bitrate, and any other parameters defining an HRC). The change between the pairs in DMOS should correlate with the change in DMOSp.

Attribute3: Prediction Consistency
This attribute relates to the objective quality model’s ability to provide consistently accurate predictions for all types of video sequences and not fail excessively for a subset of sequences. 
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Figure 2. Model with large outlying errors  
Figure 3. Model with consistent errors
Figures 6 and 7 show models with approximately equal RMS errors between predicted and measured DMOS. Figure 6 is an example of a model that has quite accurate predictions for the majority of sequences but has large prediction error for the two points in the middle of the figure. Figure 7 is an example of  a model that has a balanced set of prediction errors - it is not as accurate as the model of Figure 6 for most of the sequences but it performs “consistently” by providing reasonable predictions for all the sequences. The model’s prediction consistency can be measured by the number of outlier points (defined as having an error greater than a given threshold such as one confidence interval) as a fraction of the total number of points. A smaller outlier fraction means the model’s predictions are more consistent. 

ANNEX II
Glossary

To better understand the content of this document it is useful to recall the meaning of some key terms commonly used in the description of formal subjective tests.

Basic test cell: it is the smallest element by which a test is designed; each basic test cell provides the evaluation of one single test condition.

Coding condition: same as HRC.
Contextual effect: the influence in the subjects quality judgement due to the presentation of basic cells in which the quality level of two consecutive ones differs in a consistent way; the reaction of the subject may be driven to improve their response (in a negative or positive direction), compared to the reaction they could have whenever the quality gap is limited.
Formal subjective test: it is the complete experiment during which all the conditions under test are evaluated by means of the all selected original sequences, using non-expert observers.
HRC: Hypothetical Reference Circuit; it represents the process (encoding, transmission and decoding path) to be evaluated.
Instructions to the subjects: a written text that must be read to the subjects before the execution of the training test session, and test session.

Laboratory set-up: the guidelines and the laboratory instrumentation required to properly execute a formal subjective assessment.
Material under test: video material (namely around 10 seconds in lenght) processed according to the test conditions.

Original sequence: source video material not processed.
Processed sequence: same as “Material under test”.

Randomisation of the test cells: the process by which the order of the basic test cells of one (or more) test session(s) are presented to the subjects; this process tries to avoid biasing of judgement and or possible decrease of attention of the subjects.
Sequence: short video portion (namely around 10 seconds in lenght).

Stabilisation phase: a number of basic cells (typically five) that represents the whole range of quality of a test session; the stabilisation phase must be present at the start of each test session and must be done using basic cells of the test session it belongs to.

Source material: same as “original sequence”
Subject: is a person that is asked to express his/her subjective opinion of quality during a test session,

Subject training process: is the methodology by which the subjects are instructed about the task they are supposed to do during a formal subjective test; the training process must be carried out only once immediately before the beginning of the formal subjective test, and it has not to be repeated to the subjects that carry out more than one test session (or formal test) using the same method and in the same period of time (i.e. with interruptions not longer than one day); the training process foresees the dictation of instructions, the conduction of a training test session and a short time dedicated to question and answers (if any); the experimenter must check the result of the training test session to see if the task has been properly done by each subject.

Subject screening: the procedure by which each subject is checked for visual acuity and colour blindness (according to the ITU-R rec. 500-10); for some specific experiment a contrast sensitivity screening may be also done.

Test condition: it is a combination of a coding conditions (HRCs) applied to a test material; usually a formal subjective test covers all the possible combinations.
Test material: same as “original sequence”
Test session: the period of time during which the subjects are shown (without any interruption) a number of basic test cells; should the length in time required to represent all the basic test cells, be longer than 30 minutes, the basic cells are spread over more than one test session; in any case a test session must not exceed in time the duration of 30 minutes.

Training test session: A small test session, typically from three to five basic cells, in which a representative sample of the artefacts to be assessed are shown to the subjects; it has to be separate from the formal tests.

Unprocessed sequence: same as “original sequence”

Viewing angle: the maximum angle from which the subjects must see the monitor during the test (typically 30° off center of the display)

Viewing distance: the distance measured from the subject’s head and the monitor. It is measured in “H”, where H is the height of the monitor used in the test.
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