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Foreword

Over the past ten years the transmission of video using digital compression methods has progressed from limited video conferencing applications to widespread use in applications from high definition television to personal desktop computer communications. During this period there have been continuing efforts by laboratories and standards organizations to develop objective measurement methods to be used for quality of service (QoS) testing. In the mid 1990’s a series of three standards (T1.801.01, T1.801.02 and T1.801.03) were issued by T1 providing background information and an extensive list of parametric calculations to be used in video performance assessment. While those standards have not led to the development of commercially available measurement instruments they have provided the basis for further research as well as the commonly used definition of peak signal to noise ratio (PSNR).

As part of the industry-wide effort to develop video QoS measurements three methodological approaches have been defined.

Full Reference (FR) – A method applicable when the full reference video signal is available. This is a double-ended method and is the subject of this Technical Report. 

Reduced Reference (RR) – A method applicable when only reduced video reference information is available. This is also a double-ended method.

No Reference (NR) – A method applicable when no reference video signal or information is available. This is a single-ended method.

It is generally believed that the FR method will provide the most accurate measurement results while the RR and NR methods will be more convenient for QoS monitoring.

To address the validation and comparison of video quality metrics, the Video Quality Experts Group (VQEG) was formed in 1997 as an informal subgroup of the ITU-T and ITU-R. VQEG members are experts from various backgrounds and affiliations, including participants from several internationally recognized organizations working in video quality assessment. Over a two-year period VQEG designed and implemented extensive subjective and objective test plans to evaluate a number of perceptually based proponent algorithms for the FR method including the commonly used definition of peak signal to noise ratio (PSNR) as specified in T1.801.03. Analysis of the Phase 1 VQEG tests determined that none of the nine proponent models statistically out-performed any of the others nor were they statistically better than PSNR.  In addition, none of the models were deemed good enough to be recommended to the ITU at that time

There is an urgent industry need for documentation of video quality metrics (VQM). To meet that need T1A1 has developed a series of Technical Reports specifying accuracy and cross calibration of video quality metrics (TR A1), normalization algorithms useful in implementing FR methods (TR A2), and VQM algorithms that are suitable for application in design, manufacturing, installation and servicing of video transmission systems incorporating compression techniques. PSNR is defined in Technical Report TR A3. This Technical Report specifies the JND-based VQM closely related to one of the proponent methods included in the VQEG tests.

Suggestions for improving this technical report are welcome and should be sent to the Alliance for Telecommunications Industry Solutions – Committee T1 Secretariat, 1200 G Street N.W., Suite 500, Washington, D.C. 20005.
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1. Scope, purpose, and application

1.1 Scope

This Technical Report specifies an objective JND-based video quality measurement method utilizing availability of the full reference video signal. It is a double-ended measurement identified as the PQR (Picture Quality Rating) method as shown in figure 1.
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Figure 1. System block diagram

The PQR method specified in this Technical Report is based on processing 8-bit digital component video as defined by ITU-R Recommendation BT.601 in a manner representative of the response of the human visual system. Due to the perceptual nature of the measurement various compression methods can be accommodated (MPEG, NTSC, PAL, etc.). In addition, the transmission system may include a concatenation of compression methods or be a simple pass-through for evaluation of a codec (encoder/decoder combination). Results of the PQR method are stated in picture quality rating (PQR) values. 

Normalization of the processed video is required for application of the PQR method defined by this Technical Report. This Technical Report specifies only the PQR method algorithm and the normalization accuracy. See section 3.1 for normalization requirements.

1.2 Purpose

This Technical Report provides the technical description of an objective perceptual video quality measurement method that is currently in use within the U.S. While improved methods may be developed in the future, this Technical Report provides a video measurement method necessary to support the interconnection and interoperability of telecommunications networks at interfaces with end-user systems, carriers, information and enhanced-service providers, and customer premise equipment.

1.3 Application and Limitations

1.3.1 PQR Method Applications
Application of any full reference method provides some operational restrictions. However the PQR method specified in this Technical Report is not limited to laboratory evaluations. Some specific applications appropriate for use with the PQR method are:

Codec evaluation, specification, acceptance testing, 

Real-time, in-service transmission monitoring at the source, 

Remote transmission evaluation with a copy of the reference available

In using the PQR method the accuracy limitations specified in Section 1.3.4 must be carefully considered. 

1.3.2. Limitations

Based on validation by the VQEG subjective data (ITU-T COM9-80, June 2000 – see Annex A) and an independent laboratory (T1A1.5/97-615R1, October 1997 – see Annex A), the PQR method specified in this Technical Report is appropriate for short video sequences (see the time line in section 3.1) at a viewing distance of 5H (5 picture heights at 480 lines per picture height). PQR values will be useful for shorter and longer viewing distances where it is recognized that human perception of picture degradation will lessen as the viewing distance is increased whereas the PQR values will remain constant. Although the algorithm can be modified to reflect human perception at other viewing distances such modifications are not part of this Technical Report and are a subject for future study.

While the normalization method specified in section 3.1 may be used to detect changes in picture size (such as produced by a special effects unit) it has not been shown to provide the information necessary to determine the amount of size change. The PQR method is not suitable for evaluation of pictures that are not the original size of the picture input to the system under test nor that have vertical shifts other than an integer number of lines.

Video classes are defined in ITU-T Recommendation P.911, Annex B. This Technical Report is intended to provide measurements for classes TV1, TV2 and TV3 as quoted below. These classes are differentiated from the multimedia classes in that encoders always provide constant frame rate and constant latency operation. While the compression system may reduce the number of pixels (usually only in the horizontal direction) as part of encoding process the resulting output of the decoder will be full resolution component video per ITU‑R Recommendation BT.601.

TV 0 Loss-less: ITU-R Recommendation BT.601, 8 bits per sample, video used for applications without compression.

TV 1 Used for complete post-production, many edits and processing layers, intra-plant transmission. Also used for remote site to plant transmission. Perceptually transparent when compared to TV 0.

TV 2 Used for simple modifications, few edits, character/logo overlays, program insertion, and inter-facility transmission. A broadcast example would be network-to-affiliate transmission. Other examples are a cable system regional downlink to a local head-end and a high quality video conferencing system. Nearly perceptually transparent when compared to TV 0.

TV 3 Used for delivery to home/consumer (no changes). Other examples are a cable system from the local head-end to a home and medium to high quality video conferencing. Low artifacts are present when compared to TV 2.

All of these classes have constant, but not necessarily low, one-way latency and constant delay variation. The PQR method specified in this Technical Report is not appropriate for video conferencing applications that repeat fields or do not meet the latency and delay requirements of the video classes. In addition the PQR method is only applicable to typical broadcast transmission systems with very low error rates such as those included in the VQEG tests. 

1.3.3 Comparison with Subjective Assessment

While objective measurements with good correlation to subjective quality assessment are desirable in order to attain optimal quality of service it must be realized that objective measurements are not a direct replacement for subjective quality assessment. Subjective quality assessments are carefully designed procedures intended to determine the average opinion of human viewers to a specific set of video sequences for a given application. Results of such tests are valuable in basic system design and benchmark evaluations. Subjective quality assessments for a different application with different test conditions will still provide meaningful results. However, opinion scores for the same set of video sequences are likely to have different values. Objective measurements are intended for use in a broad set of applications producing the same results with a given set of video sequences. The choice of video sequences to use and the interpretation of the resulting objective measurements are some of the factors varied for a specific application. Therefore objective measurements and subjective quality assessment are complementary rather than interchangeable. Where subjective assessment is appropriate for research related purposes, objective measurements are required for equipment specifications and day-to-day system performance measurement and monitoring.

1.3.4 Accuracy and Cross-Calibration
For PQR value as given by equation 36 in section 5.4, the VQM accuracy and cross-calibration methods detailed in Technical Report A1 were applied to the VQEG 525-line subjective data with HRCs 15 and 16 removed (see ITU-T COM 9-80-E reference in Annex A). A quadratic mapping function that converts PQR values to the common (0, 1) video quality metric (VQM) scale, where “0” is no impairment and “1” is maximum impairment, is given by 

VQM = 0.0092738 * PQR2 – 0.048805 * PQR + 0.091220

The VQM root mean squared error (RMSE) estimates the standard deviation of the errors between VQM as defined in the above equation and the subjective data. This VQM RMSE is 

VQM_RMSE = 0.06745

Approximately 68% of these errors fall between VQM ± VQM_RMSE and approximately 95% of them fall between VQM ± 1.96 * VQM_RMSE. VQM_RMSE would be used if one wanted to answer the following types of questions:

1. Question: What is the expected spread of errors between VQM and subjective quality ratings?  Answer: For the (0, 1) scale, the expected RMSE 0.06745. For the 100-point double stimulus continuous quality scale (DSCQS) (see ITU-R Recommendation BT.500), the expected RMSE is 100 times 0.06745 = 6.745.

2. Question: For a given VQM, where would we expect the corresponding subjective quality rating to lie 95% of the time (i.e., what is the 95% confidence interval)? Answer: For the (0, 1) scale, the 95% confidence interval is given by the VQM of the first equation ± 1.96 times VQM_RMSE. For the DSCQS scale, the 95% confidence interval is given by 100 times the VQM of the first equation ±196 times the VQM_RMSE.

The common scale is convenient for cross calibration of video quality metrics and their accuracy. However, those familiar with the values given by a specific VQM will find accuracy based on the natural scale of that VQM easier to interpret.

Figure 2 gives the resolving power for PQR based on the native PQR value scale. Resolving power is used to determine if two VQM results represent meaningful differences in subjective quality. Figure 2 would be used if one wanted to answer the following types of questions:

1. Question: Given a PQR value for video clip 1 of 6 and a PQR value for video clip 2 of 5, what is the average confidence that video clip 1 has worse subjective quality than video clip 2? Answer: Compute PQR (2) – PSNR (1) = 1 and find that value on the X-axis of Figure 2.  The corresponding Y-axis value on the plotted curve (i.e., approximately 0.7) means we are 70% confident that the subjective quality of video clip 1 is worse than video clip 2.

2. Question: How different do two PQR values have to be before we are 95% confident that the difference corresponds to a subjective difference? Answer: In Figure 2, find the Y-axis value of 0.95. The corresponding X-axis value on the plotted curve (i.e., approximately 2.4) means that the difference in PQR values must be 2.4.
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Figure 3. Confidence level for a given PQR value difference

2. Normative References

The following standards contain provisions, which through reference in this text constitute provisions of this Technical Report. At the time of publication, the editions indicated were valid. All standards are subject to revision, and parties to agreements based on this Technical Report are encouraged to investigate the possibility of applying the most recent edition of the standards indicated below.

ITU-R Recommendation BT.601, Studio Encoding Parameters of Digital Television for Standard 4:3 and Wide-Screen16:9 Aspect Ratios

ITU-T Recommendation P.911, Subjective Audiovisual Quality Assessment Methods for Multimedia Applications, Annex B

T1 Technical Report A1, Methods to Specify Accuracy and Comparative Relationships of Video Quality Metrics  

T1 Technical Report A2, Normalization Methods for Video Quality Metrics 

3. Introduction

3.1 Normalization

Normalization means that time-invariant systematic changes in the video from reference input to processed video output are removed prior to performing the human vision model based measurement. (See figure 1.) The PQR method is based on human vision model filters that compare reference and processed pictures on what is effectively a pixel-by-pixel basis. Normalization for the PQR method described in this Technical Report shall be as specified in T1 Technical Report A2, Annex B. A frame count time line is shown in Figure 3.
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Figure 3. Frame count time line (optional Pattern B not shown)

Parameters to be adjusted by the normalization process are horizontal and vertical picture shifts; luminance and color gain changes; luminance and color DC level changes; and component or luminance to color channel-to-channel delay offset. Because these changes could produce changes in perceived picture quality they shall be reported as part of test results. It is necessary to separate these changes from the PQR calculation for two reasons. The main reason is to provide the most accurate PQR value. Second, such normalization corresponds closely with typical system operation for the gain and DC level parameters where appropriate adjustments are generally available and routinely made. Small values of picture shift, horizontally or vertically, are generally not considered to change perceived picture quality.  However, their presence is a picture error and will produce significant problems in multi-generation applications. Temporal alignment must be perfect so each processed field/frame is compared with the equivalent reference.

Processed video is normalized on a field-by-field basis by measurement of calibrated test signals embedded in the reference sequence. Only time-invariant static changes in the video are removed, dynamic changes due to the compression and decompression processes are measured as part of the PQR calculation. Normalization of the processed video prior to PQR calculations shall meet the tolerances shown in Table 1. PQR values based on normalization not meeting the tolerances of Table 1 will have less accuracy than specified in section 1.3.3.

	Parameter
	Normalization Tolerance

	Luminance level
	< 0.2 dB of peak white

	Color-difference level
	< 0.2 dB of max allowed excursion

	Luminance DC level
	< 0.5 % of peak white

	Color-difference DC level
	< 0.5% of max allowed excursion

	Channel-to-channel delay offset
	< 2 ns

	Horizontal pixel shift
	< 0.1 pixel

	Vertical line shift
	0 lines (limited to integer line shifts)

	Temporal shift
	0 fields


Table 1. Normalization parameters and tolerance
3.2 PQR Measurement Method Overview

The PQR method predicts the perceptual ratings that human subjects will assign to a degraded color-image sequence relative to its non-degraded counterpart.  The model takes in two image sequences and produces several difference estimates, including a single metric of perceptual differences between the sequences.  These differences are quantified in units of the modeled human just-noticeable difference (JND).  

An input video sequence passes through two different channels on the way to a human observer (not shown in the figure).  One channel is uncorrupted (the reference channel), and the other distorts the image in some way (the channel under test).  The distortion, a side effect of some measure taken for economy (such as compression), can occur at an encoder prior to transmission, in the transmission channel itself, or in the decoding process.  In Figure 4, the box called “system under test” refers schematically to any of these alternatives.  The PQR method is implemented by replacing the display and observer by the Human Vision Model, which compares the test and reference sequences to produce a sequence of JND maps instead of the subjective assessment.

Figure 4. Human vision model in system evaluation [image: image57.wmf]Luma JND Map
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Figure 5 shows an overview of the algorithm.  The inputs are two image sequences of arbitrary length.  For each field of each input sequence, there are three data sets, labeled Y’, Cb’, and Cr’ at the top of Figure 5 derived, e.g., from a D1 tape. Y, Cb, Cr data are then transformed to R', G', and B' electron-gun voltages that give rise to the displayed pixel values.  In the model, R', G', B' voltages undergo further processing to transform them to a luminance and two chromatic images that are passed to subsequent stages. 

The purpose of the front-end processing is to transform video input signals to light outputs, and then to transform these light outputs to psychophysically defined quantities that separately characterize luma and chroma.
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Figure 5. Human vision model flow chart

A luma-processing stage accepts two images (test and reference) of luminance Y, expressed as fractions of the maximum luminance of the display.  From these inputs, the luma-processing stage generates a luma JND map.  This map is an image whose gray levels are proportional to the number of JNDs between the test and reference image at the corresponding pixel location.  

Similar processing, based on the CIE L*u*v* uniform-color space, occurs for each of the chroma images u* and v*.   Outputs of u* and v* processing are combined to produce the chroma JND map.  Both chroma and luma processing are influenced by inputs from the luma channel called masking, which render perceived differences more or less visible depending on the structure of the luma images. 

Luma, chroma and combined luma-chroma JND maps are each available as output, together with a small number of summary measures derived from these maps.  Single PQR value summaries model an observer's overall rating of distortions in a test sequence.  JND maps give a more detailed view of the location and severity of artifacts.

4. Algorithm Overview

4.1 Front End Processing

The stack of four fields labeled Y’, Cb', Cr' at the top of Figure 6 indicates a set of four consecutive fields from either a test or reference image sequence.  The first stage of processing transforms Y’, Cb', Cr' data, to R', G', B' gun voltages. (See Section 5.1.1)
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The second stage of processing, applied to each R', G', B' image, is a point-non-linearity.  This stage models the transfer from R', G', B' gun voltages to model-intensities (R, G, B) of the display (fractions of maximum luminance).  The non-linearity also performs clipping at low luminance in each plane by the display.

Figure 6. First stage processing overview

Following the non-linearity, one of two processing options is available: half-height and full-height.  For interlaced scans, half-height images
 are processed as given, without blank inter-lines.  Full-height modeling is available for progressive scans (in which a field contains one frame, i.e., a single image rather than two interlaced fields).

Then, the vector (R,G,B) at each pixel in the field is subjected to a linear transformation (which depends on the display phosphors) to CIE 1931 tri-stimulus coordinates (X, Y, Z).  The luminance component Y of this vector is passed to luma processing.

To ensure (at each pixel) approximate perceptual uniformity of the color space to isoluminant color differences, the individual pixels are mapped into CIELUV, an international-standard uniform-color space.  The chroma components u*, v* of this space are passed to the chroma processing steps in the model. 

4.2 Luma Processing

As shown in Figure 7 each luma value is first subjected to a compressive non-linearity.  Then, each luma field is filtered and down-sampled in a four-level Gaussian pyramid, in order to model the psychophysically and physiologically observed decomposition of incoming visual signals into different spatial-frequency bands.  After this decomposition, the bulk of subsequent processing by the model consists of similar operations (e.g., oriented filtering) performed at each pyramid level.  

After this pyramid-making process, the lowest-resolution pyramid image is subjected to temporal filtering and contrast computation, and the other three levels are subjected to spatial filtering and contrast computation.  In each case the contrast is a local difference of pixel values divided by a local sum, appropriately scaled.  Initially, this establishes the definition of 1 JND, which is passed on to subsequent stages of the model.
  (Calibration iteratively revises the 1-JND interpretations at intermediate model stages.)  The absolute value of the contrast response is passed to the following stage, and the algebraic sign is preserved for reattachment just prior to image comparison (JND map computation).  

The next stage (contrast masking) is a gain-setting operation in which each contrast response is divided by a function of all the contrast responses.  This combined attenuation of each response by other local responses is included to model visual "masking" effects such as the decrease in sensitivity to distortions in "busy" image areas. At this stage in the model, temporal structure (flicker) is made to mask spatial differences, and spatial structure is also made to mask temporal differences.   Luma masking is also applied on the chroma side, as discussed below.

The masked contrast responses (together with the contrast signs) are used to produce the Luma JND map.  This is done by:

· separating each image into positive and negative components (half-wave rectification)

· performing local pooling (averaging and down-sampling, to model the local spatial summation observed in psychophysical experiments)

· evaluating the absolute image differences channel by channel

· up-sampling to the same resolution (which will be half the resolution of the original image due to the pooling stage). 

· evaluating the Minkowski Q-norm over all channels
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Figure 7. Luma processing overview

4.3 Chroma Processing

Chroma processing parallels luma processing in several ways.  Intra-image differences of chroma (u* and v*) of the CIELUV space are used to define the detection thresholds for the chroma model; in analogy to the way contrast (and Weber's law) is used to define the detection threshold in the luminance model. Also, in analogy with the luminance model, the chromatic "contrasts" defined by u* and v* differences are subjected to a masking step.  A transducer non-linearity makes the discrimination of a contrast increment between one image and another depend on the contrast response that is common to both images.

Figure 8 shows that, as in luma processing, each chroma component u*, v* is subjected to pyramid decomposition.  However, whereas luma processing needs only four pyramid levels, chroma processing is given seven levels.  This captures the empirical fact that chromatic channels are sensitive to far lower spatial frequencies than luma channels.  Also, it takes into account the intuitive fact that color differences can be observed in large, uniform regions.

To reflect the inherent insensitivity of the chroma channels to flicker, temporal processing is accomplished by averaging over four image fields. 

 Then, spatial filtering by a Laplacian kernel is performed in u* and v* .  This operation produces a color difference in u*, v*, which (by definition of the uniform color space) is metrically connected to just-noticeable color differences. A value of 1 at this stage is taken to mean a single JND has been achieved, in analogy to the role of Weber's-law-based contrast in the luma channel. (As in the case of luma, the 1-JND chroma unit must undergo reinterpretation during calibration.)

This color difference value is weighted, absolute-valued, and passed (with the contrast algebraic sign) to the contrast-masking stage.  The masking stage performs the same function as it did in the luma model.  It is somewhat simpler, since it receives input only from the luma channels and from the chroma channel whose difference is being evaluated.  Finally, the masked contrast responses are processed exactly as in the luma model (see last paragraph of Section 4.2).
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Figure 8. Chroma processing overview

4.4 Output Summaries

For each field in the video-sequence comparison, the luma and chroma JND maps are first combined to give a total-JND map.   This total-JND map is computed as the square root of the sum of the squares of the luma and chroma map values, pixel-by-pixel.  

Then, each of the three JND maps (luma, chroma, and combined luma-chroma) is reduced to a single-number summary, called a PQR (Picture Quality Rating) value.  Single number summaries are computed by the Minkowski Q-norm. With this approach, each JND-map pixel value is raised to the Qth power.  The PQR is then computed as the Qth root of a normalized sum of all Qth power pixel values.

Next, three single performance measures for many fields of a video sequence (one for luma, one for chroma, and one for combined luma-chroma) are computed.  PQR values for each field in a sequence are reduced to one Picture Quality Rating for the entire sequence, again by a Minkowski Q-norm.

Although the PQR method is valid for a range of sequence lengths, for this Technical Report PQR values shall be calculated for 60 frames (2 seconds) of video. It is also important to note that PQR values for sequences of one-half second or shorter may not compare well with subjective assessment. This is due to the fact that subjective assessment data is unreliable for such short sequences.

5. Algorithm Details

Application of the PRQ measurement model described in this Technical Report requires the use the parametric values that calibrate the algorithm to approximate the response of the human visual system. Table 2 shows the parametric values that shall be used in the implementation of this Technical Report.
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Table 2. PQR model parameter values

5.1 Front End Processing

See Figure 6, page 9.  Front-end processing transforms Y’, Cb', Cr' video input signals first to electron gun voltages, then to luminance values of three phosphors, and finally into psychophysical variables that separate into luma and chroma components.  The tri-stimulus value Y, computed in Section 5.1.3 below, replaces the "model intensity value" used before chroma processing was added to the JND model.  In addition, chroma components u* and v* are generated, pixel-by-pixel, according to CIE uniform-color specifications.

5.1.1
(Y’, Cb’, Cr’) to (R’, G’, B’)

The steps outlined below describe the transformation from Y’, C’b, C’r image frames to R’, G’, B’ voltage signals that drive the display.  Here, the apostrophe indicates that the input signals have been gamma-pre-corrected at the encoder.  These signals, after further transformation, drive a CRT display device
 whose voltage-current transfer function can be closely approximated by a gamma non-linearity.
It is assumed here that the input digital images are in 4:2:2 format: full resolution on the luminance correlate Y’, and half-resolution horizontally for the chrominance correlates C’b and C’r.  Y’, C’b, C’r data are assumed to be stored in the order specified in ITU-R Recommendation BT.601, namely,

C’b0, Y’0, C’r0, Y’1, C’b1, Y’2, C’r1, Y’3, ..., C’bn/2-1, Y’n-1, C’rn/2-1, Y’n-2, ...  .

Step 1.  Input the Y’ C’b C’r arrays from a single frame.  Then expand the C’b and C’r arrays to the full resolution of the Y’ image.  The C’b and C’r arrays are initially at half-resolution horizontally, and must be up-sampled to create the full-resolution fields.  To begin, the alternate C’b, C’r pixels on a row are assigned to the even-numbered Y’i they bracket in the data stream.  Then, the C’b, C’r pair to associate with the odd-numbered Y’i are computed by averaging with its two nearest horizontal neighbors.

Step 2.  Parcel the full-resolution Y’, C’b, C’r arrays into two fields.  In the case of Y’, the first field contains the odd lines of the Y’ array, and the second field contains the even lines of the Y’ array.   Identical processing is performed on C’b and C’r arrays to produce the first and second C’b and C’r fields. 

Step 3.  For each pixel in each of the two fields, convert the corresponding Y’ C’b C’r values to the gun input values R', G', B'.  For purposes of this document, the Y’ C’b C’r values are taken to be related to the R’G’B’ values by the following equation [Jack, pp. 40-42]: 


[image: image68.wmf]  

H

0

¬

H

0

1

+

m

f

D

0

-

H

0

(

)

H

0

¬

d

h0

H

0

b

aH

0

+

c

V

0

¬

V

0

1

+

m

f

D

0

-

V

0

(

)

V

0

¬

d

v0

V

0

b

aV

0

+

c

  

H

1

¬

H

1

1

+

m

f

D

1

-

H

1

(

)

H

1

¬

d

h1

H

1

b

aH

1

+

c

V

1

¬

V

1

1

+

m

f

D

1

-

V

1

(

)

V

1

¬

d

v1

V

1

b

aV

1

+

c

  

H

2

¬

H

2

1

+

m

f

D

2

-

H

2

(

)

H

2

¬

d

h2

H

2

b

aH

2

+

c

V

2

¬

V

2

1

+

m

f

D

2

-

V

2

(

)

V

2

¬

d

v2

V

2

b

aV

2

+

c

  

T

3

¬

T

3

1

+

D

3

-

m

t

T

3

T

3

¬

d

t3

T

3

b

a

T

3

+

c

+

+

+

+

+

+

+

Luma JND Map

H

0

V

0

V

1

H

1

H

2

V

2

T

3

H

0

ref

V

0

ref

H

1

ref

H

2

ref

V

1

ref

V

2

ref

T

3

ref

  

dv

0

=

sgn

SV

0

-

CV

0

(

)

V

0

=

SV

0

-

CV

0

w

0

SV

0

+

CV

0

(

)

V

0

¬

max

0

,

V

0

-

e

(

)

  

dh

1

=

sgn

SH

1

-

CH

1

(

)

H

1

=

SH

1

-

CH

1

w

1

SH

1

+

CH

1

(

)

H

1

¬

max

0

,

H

1

-

e

(

)

  

dv

1

=

sgn

SV

1

-

CV

1

(

)

V

1

=

SV

1

-

CV

1

w

1

SV

1

+

CV

1

(

)

V

1

¬

max

0

,

V

1

-

e

(

)

  

dh

2

=

sgn

SH

2

-

CH

2

(

)

H

2

=

SH

2

-

CH

2

w

2

SH

2

+

CH

2

(

)

H

2

¬

max

0

,

H

2

-

e

(

)

  

dv

2

=

sgn

SV

2

-

CV

2

(

)

V

2

=

SV

2

-

CV

2

w

2

SV

2

+

CV

2

(

)

V

2

¬

max

0

,

V

2

-

e

(

)

  

dt

3

=

sgn

E

3

-

L

3

(

)

T

3

=

E

3

-

L

3

w

3

E

3

+

L

3

(

)

T

3

¬

max

0

,

T

3

-

e

(

)

  

dh

0

=

sgn

SH

0

-

CH

0

(

)

H

0

=

SH

0

-

CH

0

w

0

SH

0

+

CH

0

(

)

H

0

¬

max

0

,

H

0

-

e

(

)

3x3

filter &

d.s.

u.s.

& 3x3

filter

3x3

filter &

d.s.

u.s.

& 3x3

filter

3x3

filter &

d.s.

u.s.

& 3x3

filter

H

0

V

0

H

1

V

1

H

2

V

2

T

3

3x3

filter

3x3

filter

3x3

filter

3x3

filter

3x3

filter

3x3

filter

3x3

filter

3x3

filter

3x3

filter

3x3

filter

3x3

filter

3x3

filter

t

e

 Field 1 +

(1-t

e

) Field 0

t

l

 Field 3 +

(1-t

l

) Field2

E

3

L

3

3x3 sep. filter

& downsample

3x3 sep. filter

& downsample

3x3 sep. filter

& downsample

E

0

E

1

E

2

E

3

D

3

D

2

D

1

D

0

T

2

T

1

T

0

m

t

m

ft

  

I

¬

L

max

Y

(

)

m

+

L

D

m

Field 0

Field 1

Field 2

Field 3

Y

(from Front-End processing)

D

C

E, F

H

I

A

G

 


(1)

The R’, G’, and B’ arrays are now ready for the next step in the front-end processing algorithm.

5.1.2
(R’, G’, B’) to (R, G, B)

5.1.2.1
Pixel-Value Transformation

Compute for each pixel the fraction of maximum luminance R corresponding to input R'.  Similarly, compute the fractional luminances G and B from inputs G', B'. The maximum luminance from each gun is assumed to correspond to the input value 255. The following equations describe the transformation from (R', G', B') to (R, G, B):
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Here, the default threshold value td is taken to be 16 to correspond with the black level of the display, and 
[image: image5.wmf]g

defaults to 2.5. The value of 16 for td is chosen to give the display a dynamic range of about 1000:1 (i.e., (255/16)2.5).  

5.1.2.2
Full- and Half-Height Image Processing Options

The PQR model provides two options for specifying the vertical representation of (R, G, B) images, for each frame (in progressive images) and for odd and even fields (in interlaced images).

1.  Frame
Images are full-height and contain one progressively scanned image.

2.  Half-height Interlace
Half-height images are processed directly.  

The first six subsections in Sections 5.2 and 5.3 below describe full-height Luma and Chroma processing.  Sections 5.2.7 and 5.3.7 describe half-height processing.

5.1.3
(R , G, B) to (X, Y, Z)

Compute the CIE 1931 tristimulus values X, Y, and Z for each pixel, given the fractional luminance values R, G, B.   This involves the following inputs that depend on the display device: the chromaticity coordinates (xr, yr), (xg, yg), (xb, yb) of the three phosphors, and the chromaticity of the monitor white point (xw, yw). 

White point chromaticities (xw, yw) = (0.3127,0.3290) correspond to Illuminant D65.  Table 3 shows the display phosphor coordinate options.

	Source
	(xr,yr)
	(xg,yg)
	(xb,yb)

	ITU-R BT.709 (SMPTE274M)
	(0.640,0.330)
	(0.300,0.600)
	(0.150,0.060)

	SMPTE 240M
	(0.630,0.340)
	(0.310,0.595)
	(0.155.0.070)

	EBU
	(0.640,0.330)
	(0.290,0.600)
	(0.150,0.060)


Table 3. Display phosphor coordinate options

Given the above parameter values, the values X, Y, Z of the pixel are given by the following equations:
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Here, zr = (1-xr-yr), zg = (1-xg-yg), zb = (1-xb-yb), and the values Y0r, Y0g, Y0b are given by
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(4)

where zw = (1-xw-yw).  (See Post, 1992.)
The tri-stimulus values Xn, Yn, Zn of the white point of the device will also be needed.  They correspond to the chromaticity (xw, yw) and are such that, at full phosphor activation (R' = G' = B' = 255), Y = 1.  The tri‑stimulus values for the white point are (Xn, Yn, Zn) = (xw/yw,  1, zw/yw).  

As a final stage in deriving the values X, Y, Z, an adjustment is made to accommodate an assumed ambient light due to veiling reflection from the display screen.  This adjustment takes the form
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(5)
Here, two user-specifiable parameters, Lmax and La, are introduced and assigned default values.  Lmax, the maximum luminance of the display, is set to 100 cd/m2 to correspond to commercial displays.  The veiling luminance, La, is set to 5 cd/m2, consistent with measured screen values under Rec. 500 conditions.

The chromaticity of the ambient light is assumed to be the same as that of the display white point.  It should be noted that in the luma-only model option, which does not compute the neutral point (Xn, Yn, Zn), the adjustment 
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(6)
is made instead of Equation (5).  This is equivalent to the Y component of Equation (5) because Yn is always 1.   Note also that the quantity Lmax *Y is the luminance of the display in cd/m2.

5.1.4
(X , Y, Z) to (L*, u*, v*)

Transform the X, Y, Z values, pixel-by-pixel, to the 1976 CIELUV uniform-color system:
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Here,
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Note that the coordinate L* does not enter the luminance computation.   L* is used only in computing the chroma coordinates u* and v*.
   Consequently, out of the above quantities, only u* and v* images are saved for further processing.

5.2
Luma Processing

See Figure 9. In this section, input test and reference field images are denoted by Ik and Irefk  (k = 0, 1, 2, 3).  Pixel values in Ik and Irefk are denoted by Ik(i,j) and Irefk(i,j), respectively.  They start out as Y tri-stimulus values computed in Front End Processing.  Only the fields Ik are discussed in the following.  Irefk processing is identical.  k=3 denotes the most recent field in a 4-field sequence.

Sections 5.2.1 to 5.2.6 below describe full-height processing.  Section 5.2.7 discusses the modifications required for half-height processing.

5.2.1
Luma Compression

The first step of the luma model is a non-linearity comprising a decelerating power function offset by a constant.  Let the relative-luminance array from the latest field be  Y3(i,j)  , where 3  denotes the latest field.  Then
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Lmax, the maximum luminance of the display, is set to 100 cd/m2.  The values of Ld and m were chosen so as to match contrast detection data at luminance levels from 0.01 to 100 ft-L.

5.2.2
Luma Pyramid Decomposition

Spatial decomposition at four resolution levels is done through a computationally efficient method called pyramid processing, which smears and down-samples the image by a factor of 2 at each successively coarser level of resolution.
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Figure 9. Luma processing detail

The original, full-resolution image is called the zeroth level of the pyramid, G0 = I3(i,j).  Subsequent levels, at lower resolutions, are obtained by an operation called REDUCE, which works as follows.  A three-tap low-pass filter with weights (1,2,1)/4 is applied to G0 sequentially in each direction of the image to generate a blurred image.  The resulting image is then sub-sampled by a factor of 2 (every other pixel is removed as shown by the shaded pixels in Figure 10 below) to create the next level, G1.

[image: image64.wmf] 

Figure 10. Image sub-sampling with gray pixels removed

Denoting fds1() as the operation of filtering and down-sampling by one pyramid level, the REDUCE process can be represented as 
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The REDUCE process is applied recursively to each new level (as described by Burt and Adelson, 1983).

Conversely, an operation EXPAND is defined that up-samples and filters by the same 3x3 kernel.  This operation is denoted by usf1(), and appears in the context of 5.2.5 and 5.2.6 below.

The fds1 and usf1 filter kernels in each direction (horizontal and vertical) are kd [1,2,1] and ku [1,2,1], respectively, where constants kd and ku are chosen so that uniform-field values are conserved.  For fds1, the constant is kd = 0.25, and for ufs1, the constant is ku = 0.5 (because of the zeros in the up-sampled image).  To implement usf1 as an in-place operation, the kernel is replaced by the equivalent linear interpolation to replace the zero values.  However, for conceptual simplicity, we still refer to the operation as "up-sample-filter."

5.2.3
Luma Spatial and Temporal Filtering

Oriented spatial filters (center and surround) are applied to the level 0, 1, and 2 images for field 3.  At the lowest resolution level (level 3), the first and last pairs of fields are combined linearly into Early and Late images, respectively.

5.2.3.1
Spatial Filtering

The center and surround filters are separable 3x3 filters and yield all combinations of orientation:  Center Vertical (CV), Center Horizontal (CH), Surround Vertical (SV), and Surround Horizontal (SH).  The filter kernels are as follows: 
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5.2.3.2
Temporal Filtering
The level 3 Early and Late images are, respectively,
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The constants te and tl for 60 Hz are different from the values at 50 Hz.

5.2.4
Luma Contrast Computation

Inputs are the center and surround images CVi, CHi, SVi, and SHi (i=0,1,2 for pyramid levels 0, 1, and 2), and the Early and Late images E3 and L3 (level 3) computed in 5.2.3.  The formula used to compute the contrast ratio is analogous to the Michelson contrast, (Lmax – Lmin)/(Lmax + Lmin), which has proven successful for vision modeling.  For the horizontal and vertical orientations, the respective contrasts, pixel-by-pixel, are
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Similarly, the contrast ratio for the temporal component is
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Values of wi-1 for i = 0,1,2,3 were found by calibration.

Contrast-response images are computed as clipped versions of the absolute values of the quantities defined by the two preceding equations.  These quantities are computed as
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i = 0,1,2,  and
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The algebraic sign of each contrast ratio pixel value prior to the absolute-value operation  (Steps E,F in Figure 9) must be retained for use later in Step H.

5.2.5
Luma Contrast Masking

Contrast masking is a nonlinear function applied to each of the contrast responses computed in Section 5.2.4.  It models the effect of spatiotemporal structure in the reference image sequence on the discrimination of distortion in the test image sequence.  

Suppose, for example, a test and a reference image differ by a low-amplitude spatial sine wave.  It is known that this difference is more visible when both images have in common a mid-contrast sine wave of the same spatial frequency, than if both images contain a uniform field.   However, if the contrast of the common sine wave is too great, the image difference becomes less visible.  It is also the case that sine waves of other spatial frequencies can have an effect on the visibility of the contrast difference.  This behavior can be modeled by a non-linearity that is sigmoid at low contrast energies, and an increasing power function for high contrast energies.  Furthermore, the following rules can be observed approximately in human vision.  Each channel masks itself, high spatial frequencies mask low ones (but not the reverse), and temporal flicker masks spatial contrast sensitivity (and also the reverse).  

In response to these properties of vision, in the present model the following form for the non-linearity (applied pixel by pixel) is used:


[image: image29.wmf]T

(

y

,

D

i

)

=

d

y

z

i

b

az

i

+

c

 ,
(23)


where  
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Here, y is the contrast to be masked: spatial, Hi or Vi (Equation (21)) or temporal (T3) (Equation (22)).  The quantity Di refers (pixel by pixel) to an image that depends on the pyramid level i to which y belongs.  Quantities , a, c, mf, and mt were found by calibration.  dy is the algebraic sign of contrast y that is saved before taking the absolute value.

Computation of Di requires pyramid construction (filtering followed by down-sampling) and pyramid reconstruction (up-sampling followed by filtering).  This can be seen from Figure 9 and by the equations below.   In these equations, fds1() denotes 3x3 filtering followed by down-sampling by one pyramid level, and usf1() denotes up-sampling by one pyramid level followed by 3x3 filtering (see end of Section 5.2.2).  First, array E0 is computed as 
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Then, for i = 1, 2, the arrays Ei are computed recursively:
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The arrays Ei are then combined with the temporal contrast image T3 and images Ti to give the contrast denominator arrays Di, as follows:
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Here, parameter mft modulates the strength with which the temporal (flicker) luma-channel is masked by all the spatial-luma channels together; and parameter mt modulates the strength with which each of the spatial-luma channels is masked by the temporal (flicker) luma-channel.

It can be seen from the above processing that the higher spatial frequencies mask the lower ones (since Di are influenced by pyramid levels less than or equal to i), and the temporal channel masks and is masked by all the spatial channels. This is roughly in accord with psychophysical observation.  As will be seen, the quantities Di , i = 0,1,2, also mask chroma contrasts (but not the reverse).

5.2.6
Luma JND Map Construction

The construction described below applies to all the masked-contrast images generated by Step H above (see Figure 9).

· the images in pyramids H and V (i.e., images H0, V0, H1, V1, H2, and V2)

· the image T3 (having resolution at level 3)

· the corresponding images derived from the reference sequence (denoted with superscript ref in Figure 9).

The first four steps in the following process apply to the above images separately.   In discussing them, we denote by X any of these images derived from the test sequence, and by Xref the corresponding image derived from the reference sequence.  Given this notation, here are the steps:


Separate image X into two half-wave-rectified images, one for positive contrasts and the other for negative contrasts.  In the positive-contrast image (called X+), the signs from the X contrast (separately stored at stage E) are used to assign zeros to all pixels in X+ that have negative contrasts.  The opposite happens in the negative-contrast image X-.


For each image X+ and X-, perform the local pooling operation suggested by psychophysics by convolving the image with the kernel 0.25(1,2,1) both horizontally and vertically.


Down-sample the resulting images by a factor of 2 in each direction, to remove redundancy resulting from pooling in the previous step.  Presuming that the same processing as was done for X has been done for the corresponding reference image Xref, compute pixel-by-pixel the absolute-difference images |X+ - X+ref| and |X- - X-ref|.  The resulting images are JND maps.


After this process has been completed for all pairs X, Xref, repeatedly up-sample, filter, and add all the images to the level required to compute summary measures.  This is done as follows:


Initialize a running-sum image to contain the sum of the Q’th power of the level-3 images derived from T3, T3ref: |T3+ - T3+ref|Q and |T3- - T3-ref| Q.    Here, Q has the value 2.


Up-sample/filter the running-sum image to comprise a level-2 image;

    Update the running-sum image by adding to it the Q’th power of the level-2 images derived from H2, H2ref, V2 and V2ref.


Up-sample/filter the running-sum image to comprise a level-1 image;

    Update the running-sum image by adding to it the Q’th power of the  level-1 images derived from H1, H1ref, V1 and V1ref.


Upsample/filter the running-sum image to comprise a level-0 image; and

    Update the running-sum image by adding to it the Q’th power of the level-0 images derived from H0, H0ref, V0 and V0ref.   Send this image directly to summary processing (see Figure 5 and Section 5.4).


Note that after this process, the resulting image is half the resolution of the original. In a similar vein, note that each pyramid-level index in this Section refers to the pyramid level from which it was originally derived, which is twice the resolution of that associated with that level after filtering/down-sampling.   

5.2.7
Half-Height Luma Processing

If the half-height images are to be passed through directly without zero-filling to the true image height, then the above luma processing must be modified to reflect that the inherent vertical resolution is only half the inherent horizontal resolution. Figure 11 summarizes luma for the half-height algorithm.
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Figure 11. Luma processing detail (half-height)

Comparison between this diagram and the corresponding diagram for full-height (Figure 9) reveal the following basic changes:

1.  The highest-resolution horizontal channel, H0, is eliminated.

2.  After Step A, the highest resolution image is lowpass-filtered vertically (i.e., along columns) with a 3 x 1 "Kell" filter with weights (1/8, 3/4, 1/8).  This operation corresponds to the joint filtering of the assumed de-interlace filter, together with the filtering performed by the vertical components of the 3 x 3 filters in Step D of the full-height algorithm.    The resulting vertically filtered image, L0, is then horizontally filtered with a 1 x 3 filter (kernel 0.25[1,2,1]).  The resulting image, LP0, is a horizontally low-passed version of L0.

3.  L0 and LP0 are combined in Step E,F to produce a bandpass (LP0 - L0) divided by lowpass (LP0) oriented response analogous to the (S-C)/(S+C) responses of the other oriented channels.

4.  Image LP0 (a half-height image of 720 x 240 pixels) is horizontally down-sampled in Stage A to a full height half-resolution image (360 x 240).  Processing on this image and throughout the remaining three pyramid levels continues as in the full-height options.

5.  In Step G, down- and up-sampling between the half-height images from Level 0 and the full height images of Level 1 is done with 1x3 filtering / horizontal down-sampling (labelled 1 x 3 filter & d.s.) and horizontal up-sampling (h.u.s.) / 1x3 filtering respectively.  Horizontal down-sampling means decimation by a factor of two in the horizontal dimension; i.e., throwing out every other column of the image.  Horizontal up-sampling means putting in a column of zeros between each two columns of the existing image.  The filter kernel after up-sampling is defined by 0.5 [1,2,1], for the reason noted at the end of Section 5.2.2.

In addition, in JND Map Construction, 3x3 filter and down-sampling from V0 is replaced with 1x3 filtering and horizontal down-sampling.
5.3
Chroma Processing

Sections 5.3.1 to 5.3.6 below describe full-height processing.  Section 5.3.7 discusses the modifications required for half-height processing.

5.3.1
Chroma Pyramid Decomposition

In addition to the pyramid with levels  0,1, 2 (as computed for Y in Luma Processing), compute pyramids with levels 3, 4, 5, 6  for both u* and v*. Let 
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where fds1() denotes the operation of filtering and downs-ampling described in Section 5.2.2.  See Figure 12.

The spatial resolution of the highest resolution chroma channel (Level 0) is chosen equal to that of Level 0 luminance channel because the resolution is driven by the inter-pixel spacing, and not by the inter-receptor spacing.   The inter-receptor spacing is 0.007 degrees of visual angle, and the inter-pixel spacing is 0.03 degrees--derived from a screen with 480 pixels in its height, viewed at four times its height. Also, the resolution of the blue-yellow chromatic channel is limited by the fact that the visual system is tritanopic (blue blind) for lights subtending less than about 2' (or .033 deg.) of visual angle.  The pixel resolution of 0.03 degrees of visual angle is so close to the largest of these values that it is safe to equate the pixel resolutions of luminance and chroma channels.

The chroma pyramid extends to level 6 instead of 2.  This supports evidence that observers notice differences between large, spatially uniform fields of color.  
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Figure 12. Chroma processing detail

5.3.2
Chroma Temporal Processing

For each resolution level i, perform a four-field average of the ui images, and also of the vi images, with tap weights (0.25, 0.25, 0.25, 0.25), i.e., let
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where j is the field index.

This step reflects the inherent low-pass temporal filtering of the color channels, and replaces the early-late processing of the temporal luminance channel.  

5.3.3
Chroma Spatial Filtering

Apply a non-oriented Laplacian spatial filter to each of the ui and vi images. The filter used in each case is a the following 3x3 kernel:
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chosen to have zero total weight and to respond with a maximum strength of 1 to any straight edge between two uniform areas with unit value difference between them.  (The maximum response is attained by a horizontal or vertical edge.)  This renders the ui and vi images into maps of chroma difference, evaluated in uniform-color-space (JND) units.

5.3.4
Chroma Contrast Computation

Adopt directly the ui and vi images from step D as the chroma contrast pyramids, to be interpreted analogously with the Michelson contrasts computed by Step E of the Luminance model.   In an analogy with luminance contrasts, chroma contrasts are computed via intra-image comparisons affected by Laplacian pyramids.  Just as the Laplacian difference divided by a spatial average represents the Michelson contrast, which via Weber's law assumes a constant value at the 1-JND level (detection threshold), the Laplacian pyramid operating on ui and vi has a 1-JND interpretation. As was the case in the luma model, this interpretation must be modified in the course of calibration.   The modification reflects the interaction of all parts of the model, and the fact that stimuli eliciting the 1-JND response are not simple in terms of the model.

Next, level-by-level, divide the contrast pyramid images by seven constants qi (i= 0,...,6) whose values are determined by calibration.  These constants are analogous to the quantities wi (i = 0,1,2,3) in the luma model.

Compute the clipped absolute values of all the ui and v* contrasts [where clip(x) = max(0, x - )], where  = 0.75.  Preserve the algebraic signs until Step H and then re-attach these signs.  This prevents the possibility of recording 0 JNDs between two different images because of the ambiguity of the sign loss in the absolute-value operation.  The results are two chroma contrast pyramids Cu, Cv.

5.3.5
Chroma Contrast Masking

Adopt the denominator pyramid levels Dm (m = 0, 1, 2) directly from Step G of the Luminance model, without further alteration. For levels 3, ..., 6, perform sequential filtering and down-sampling of D2 using the same method as in the luma processing, but without adding new terms.  These Dm values are used in Step H in the spirit of perturbation theory.  Because luminance effects are expected to predominate over chroma effects in most cases, the chroma model can be viewed as a first-order perturbation on the luminance model.  Therefore, the effects of luminance (the Dm) are modeled as masking chroma, but not the reverse.
Use the luminance-channel denominator pyramid Dm and the same functional form that is used for the luminance transducer to mask the chroma contrast pyramids, for all pyramid levels m = 0, ..., 6:
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where  
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and Di is a filtered and down-sampled version of D2 when i > 2.  Similarly,
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where  
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Note that the algebraic sign removed in step F has been reattached through the factors sum and svm.  This produces masked contrast pyramids for ui and vi. Calibration determines the values ac, cc, 
[image: image50.wmf]b
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5.3.6
Chroma JND Map Construction

The construction of the chroma JND map proceeds completely analogously with the construction of the luma JND map (see Section 5.2.6).  In this case, the procedure applies to all the masked-contrast chroma images generated by Step H above (see Figure 12).

· images Cu0, Cv0, ..., Cu6, Cv6
· corresponding images derived from the reference sequence (denoted with superscript ref in Figure 12).

The first three steps in the following process apply to the above images separately.   In discussing them, we denote by X any of these images derived from the test sequence, and by Xref the corresponding image derived from the reference sequence.  Given this notation, here are the steps:

· Separate image X into two half-wave-rectified images, one for positive contrasts and the other for negative contrasts.  In the positive-contrast image (called X+), the signs from the X contrast (separately stored at stage E) are used to assign zeros to all pixels in X+ that have negative contrasts.  The opposite happens in the negative-contrast image X-.

· For each image X+ and X-, perform the local pooling operation suggested by psychophysics by convolving the image with the kernel 0.5(1,2,1) both horizontally and vertically.  Then, down-sample the resulting images by a factor of 2 in each direction, to remove redundancy resulting from pooling.

· Presuming that the same processing as was done for X has been done for the corresponding reference image Xref, compute pixel-by-pixel the absolute-difference images |X+ - X+ref| and |X- - X-ref|.  The resulting images are JND maps.

After this process has been completed for all pairs X, Xref, repeatedly up-sample, filter, and add or max all the images to the level required to compute summary measures.  This is done as follows:


Initialize a running-sum image to contain the sum of the Q’th powers of the level-6 images derived from Cu6, Cu6ref, Cv6, and Cv6ref .  Here, Q = 2.

Then perform the following two steps for pyramid-level m starting at 5 and reducing to 0 in steps of 1:


Up-sample/filter the running-sum image to comprise a level-m image;
    Update the running-sum image by adding to it the Q’th powers of the level-m images derived from Cum, Cumref, Cvm, and Cvmref.

As in luma processing, after these operations the resulting image is half the resolution of the original.  Note that each pyramid-level index in this Section refers to the pyramid level from which it was originally derived, which is twice the resolution of that associated with that level after filtering/down-sampling.  The level-0 image is sent directly to summary processing (see Figure 5 and Section 5.4).

5.3.7 Half-Height Chroma Processing

If the half-height images are to be passed through directly without zero filling to the true image height, then the above chroma processing must be modified to reflect that the inherent vertical resolution is only half the inherent horizontal resolution.  Figure 13 summarizes chroma processing for the half-height algorithm.
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Figure 13. Chroma processing detail (half-height)

Comparison between this diagram and the corresponding diagram for full-height interlace (Figure 12) reveal the following basic changes:

1.  The highest-resolution chroma channels, u0* and v0*, are eliminated.  Because chroma sensitivity is low at high spatial frequencies, nothing significant is lost in this step.

2.  In Step A, to produce the next-highest resolution chroma images u1* and v1*, a low-pass "Kell" filter kernel with weights (1/8, 3/4, 1/8) is applied vertically (i.e., along columns).  This operation corresponds to the joint filtering of the assumed de-interlace filter, together with the filtering performed by the vertical components of the 3 x 3 filters in Step D of the full-height algorithm.  The resulting vertically filtered images are then horizontally filtered with a 1 x 3 filter kernel 0.25(1,2,1).  This filtering of u* and v* images makes the half-height images isotropic in resolution.  The resolution is that of full-height pyramid-level 1.
3.  Because the Q-norm stream is fully accumulated at pyramid level 1 in the chroma model, the chroma JND map for summary measures is only half the size (both horizontally and vertically) as the fully accumulated luma map.  Prior to combining the chroma and luma maps to produce the total-JND map, the chroma map must first be brought to the same resolution as the luma map.  To achieve this goal, an up-sample followed by 3 x 3 filter is performed to produce the chroma JND map for summary measures.

5.4
Output Summaries

As discussed in the previous sections, the luma and chroma JND maps passed to the output summary step are JND images, and are represented at half the resolution of the original image.  This exploits the redundancy inherent in having performed pooling at each masked-contrast stage.  

Next, the luma and chroma JND maps JNDL and JNDC are combined into a total-field JND map, JNDT.    The combination rule is a Minkowski Q-norm (Q = 2), in analogy with the combination of channels to produce the maps JNDL and JNDC:

JNDT (i,j) = [JNDL (i,j) Q + JNDC (i,j) Q  ]   1/Q.
(34)

Then, each of the three JND maps (luma, chroma, and combined luma-chroma) is reduced to a single-number summary, called a PQR (Picture Quality Rating) value.  Single number summaries are computed by Minkowski Q-norm, as summarized below.

Each of the half-resolution JND images (three for each field--luma, chroma, and total-field) is reduced to a single performance measure called a PQR by using the formulas:
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where the summation is over all pixels in the JND map, Q = 4, and Np is the number of pixels in the map.  In this way, three summary measures corresponding respectively to JNDL, JNDC, and JNDT are computed for each field k in a video sequence.

From N single-field PQRfield  values in a video sequence
, a single performance measure PQRN is computed through the following Minkowski Q-norm:
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Note:  Subjective rating data are noisy and unreliable for short video sequences (less than 1/2 second, or 15 frames).  PQR estimates will correlate poorly with subjective ratings for short sequences.

5.5
Image Border Processing

To minimize cropping and hence, avoid border artifacts, the PQR method replaces the screen border by a gray bezel of infinite extent, but does so without enhancing the real image size by more than six pixels on a side.  Use of this "virtual-bezel" eliminates the need to crop the JND map to avoid border artifacts.  The infinite gray bezel models viewing conditions and hence can be considered non-artifactual.  With this interpretation, the whole JND map is uncontaminated by artifacts

This section describes the border algorithm.  In the following discussion, an image that has been padded with 6 pixels on all sides is referred to as a padded image, and an unpadded image or its locus within a padded image as the image  proper . 

5.5.1
Color of the bezel

Since image operations are local, the virtually infinite bezel can be implemented efficiently.  Sufficiently far outside the image proper, an infinite bezel results in a set of identical, constant values at any given model stage.  The effect of image operations, e.g., filtering, performed in this constant region can be computed a priori.  Thus, a narrow border (6 pixels in the current implementation) can provide the proper transition from the image proper to the infinite bezel.  

At the input, the bezel is given the values Y' = 90, U' = V' = 0.  (The value of Y' = 90 corresponds to half the Rec. 500 background value of 15 % of the maximum screen luminance.)    However, the bezel is not needed until after front-end processing, because spatial interactions that extend beyond the image borders do not occur until after this stage.  In the luma channel, no borders (and hence no bezel values) are appended to images until after luma compression.  In the chroma channel, borders are appended after front end processing.

In the luma channel, the first bezel value after luma compression is 
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In the u* and v* channels, the first bezel values are both 0.

These values are propagated through subsequent stages of the model in three ways:  

1)  Pixel-by-pixel functions operate on old bezel values to produce new bezel values.  For example, the bezel value resulting from the power function (Equation (23)) is
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2)  3x3 spatial filters whose rows and columns sum to P, set the output bezel value to the input bezel times P.

3)  Contrast function numerators and four-field time filters (which have tap sums of zero), set the output bezel value to 0. 

At the contrast stage and subsequently, the bezel is given the value 0 in luma and chroma channels--the logical consequence of operating with a zero-sum linear kernel on a spatially constant array.

The 3 categories above introduce some, but by no means all, of the complexities required to understand and implement the border algorithm.  In the following section, the next level of detail is introduced.

5.5.2
Integrating image and bezel

Starting with the pyramid stages of the model, borders need to be supplied.  The first border operation on an N-by-M input image is to pad the image with 6 pixels (on all sides) with the appropriate bezel value (first_luma_bezel for the compressed luma image, and 0 for u* and v* images).  The padded image has dimensions (N + 12) x (M + 12).   For the kth pyramid level (where k can range from 0 to 7)
, the padded image has dimensions ([N/2k] + 12) x ([M/2k] + 12), where "[x]" denotes the greatest integer in x.  

Images at all pyramid levels are registered to each other at the upper left hand corner of the image proper.  Indices of the image proper run from 0 = y = height, 0 = x = width.  The upper left hand corner of the image proper always has indices (0,0).  Indices of bezel pixels take on height and width values less than 0.  For example, the upper left hand bezel pixel is (-6,-6).  Looking along the x-dimension starting at the left hand edge for an image of width w (image plus bezel width w+12), the bezel pixels are indexed by x = (‑6,-5,...,-1) the real image is indexed  (0,1,...,w-1) and the right hand bezel indices span (w,w+1,...,w+5).

Given a padded image, there are four things that can happen depending on the subsequent stage of processing.  In describing these operations below, single image lines are used to summarize spatial processing (with the understanding that the analogous events take place in the vertical direction).

 (a)
For pixel-by-pixel operations.  When the next operation is to operate pixel-by-pixel (e.g., with a non-linearity), the padded image is simply passed through the operation, and the output-image dimensions are the same as the input-image dimensions. The same occurs when the operation is between corresponding pixels in different fields or different color-bands.

 (b)
For 3x3 spatial filters.   Suppose (in one dimension) the unpadded input image has dimension Nk.  Then the padded input image has dimension Nk+12, and the padded output image has dimension Nk+12 as well.   The output bezel value is first computed (e.g., as in Equation (37) above) and written into at least those bezel pixels not otherwise filled by the subsequent image operation.   Then, starting 1 pixel away from the left edge of the padded input image, the 3x3 kernel starts operating on the input image and over-writing the bezel values of the output image, stopping 1 pixel away from the right (or bottom) edge of the image (where the original bezel value survives).  The pre-written bezel value makes it unnecessary for the kernel operation ever to go outside the original (padded) image to compute these values.

 (c)
For filtering and down-sampling in REDUCE.   Given an input padded image with dimension Nk+12, an output array is allocated with dimension [Nk/2] + 12.  The bezel value (computed, e.g., as in Equation (37) is written into at least those bezel pixels not otherwise filled by the subsequent filter and downsample operation.  Then, the input image is filtered according to (b) above, but the filter is applied at pixels  -4, -2, 0, 2, 4, until the input image is exhausted, and the output values are written into consecutive pixels  -2, -1, 0, 1, 2, ..., until there is no further place for them in the output image.   Note that the position of pixel 0 in the new image is 7 pixels from the left end of the new image.   The last-pixel application of the filter takes input pixel Nk + 3 to output pixel [Nk/2] + 2 if Nk is odd, and it takes input pixel  Nk + 4  to output pixel  [Nk/2] + 2 if Nk is even.   (Here, the filter's input pixel is defined as the pixel corresponding to the center of the 3-pixel kernel.)

The following are four simplified examples of border processing in REDUCE. In each case, pixels are labeled consecutively, in brackets and bold for the image proper, and underlined for the pre-written bezel.

EXAMPLE 1:  Nk = 3.   (Odd size in, odd size out.)

In:
                               -6  -5  -4  -3  -2  -1  [0  1  2]  3  4  5  6  7  8

Out:
-6       -5       -4       -3       -2        -1       [0]     1       2      3      4       5     6

EXAMPLE 2:  Nk = 4.  (Even size in, even size out.)

In:
                               -6  -5  -4  -3  -2  -1  [0  1  2  3]  4  5  6  7  8  9

Out:
-6       -5       -4       -3       -2        -1       [0      1]      2      3      4       5     6     7
EXAMPLE 3:  Nk = 5.   (Odd size in, even size out.)

In:
                               -6  -5  -4  -3  -2  -1  [0  1  2  3  4]  5  6  7  8  9  10

Out:
-6       -5       -4       -3       -2        -1       [0      1]      2      3      4       5     6     7
EXAMPLE 4:  Nk = 6.  (Even size in, odd size out.)

In:
                               -6  -5  -4  -3  -2  -1  [0  1  2  3  4  5]  6  7  8  9  10  11

Out:
-6       -5       -4       -3       -2        -1       [0      1      2]      3      4       5     6     7     8
(d)
For up-sampling and filtering in EXPAND.   Given an input padded image at level k+1 with dimension Nk+1 + 12, an output array at level k with dimension Nk + 12 is allocated, and initialized to 0.   (Note that Nk+1 was pre-defined as [Nk/2]. )     Next, the input pixels  -2, -1, 0, 1, ... are inserted into output pixels -4, -2, 0, 2, 4, ... .  Then, the filtering operation in (b) above is performed on the resulting image.  Finally, the bezel value at level k is computed, e.g., by use of equation (37), and written into all the outermost 3 pixels on all sides of the output image.  Note that the position of pixel 0 in the new image is 7 pixels from the left end of the new image.   The last-pixel application of the filter takes input pixel [Nk/2] + 2 to output pixel Nk + 3  if Nk is odd, and it takes input pixel   [Nk/2] + 2  to output pixel  Nk + 4 if Nk is even.   (Here again, the filter's input pixel is defined as the pixel corresponding to the center of the 3-pixel kernel.)

The following are four simplified examples of border processing in EXPAND.  In each case, pixels are labeled consecutively, in brackets and bold for the image proper, and underlined for the post-written bezel.

EXAMPLE 1:  Nk = 3.   (Odd size in, odd size out.)

In:
-6       -5       -4       -3       -2        -1       [0]     1       2      3      4       5     6
Out:
                               -6  -5  -4  -3  -2  -1  [0  1  2]  3  4  5  6  7  8
EXAMPLE 2:  Nk = 4.  (Even size in, even size out.)

Out:
-6       -5       -4       -3       -2        -1       [0      1]      2      3      4       5     6     7

In:
                               -6  -5  -4  -3  -2  -1  [0  1  2  3]  4  5  6  7  8  9
EXAMPLE 3:  Nk = 5.   (Even size in, odd size out.)

Out:
-6       -5       -4       -3       -2        -1       [0      1]      2      3      4       5     6     7

In:
                               -6  -5  -4  -3  -2  -1  [0  1  2  3  4]  5  6  7  8  9  10
EXAMPLE 4:  Nk = 6.  (Odd size in, even size out.)

Out:
-6       -5       -4       -3       -2        -1       [0      1      2]      3      4       5     6     7     8

In:
                               -6  -5  -4  -3  -2  -1  [0  1  2  3  4  5]  6  7  8  9  10  11
From these illustrative examples, it can be seen that over-writing the bezel has no effect when the EXPAND process is repeated for successive levels.
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� Rows in a half-height image correspond to one field, i.e., to either the even or odd lines of a frame.


� The luminance channel L* from CIELUV is not used in luma processing, but instead is replaced by a visual nonlinearity for which the vision model has been calibrated over a range of luminance values.   L* is used in chroma processing, however, to create a chroma metric that is approximately uniform and familiar to display engineers.


� The association of a constant contrast with 1 JND is an implementation of what is known as Weber's law for vision.


� See Section 5.1.2.1 for a description of the CRT display model.


� The luminance channel L* from CIELUV is not used in luma processing, but instead is replaced by a visual non-linearity for which the vision model has been calibrated over a range of luminance values.   L* is used in chroma processing, however. to create  a chroma metric that is approximately uniform and familiar to display engineers.


� Step labels are as shown to maintain continuity with the labelling of steps in Luma Processing. 


� Here, field denotes a PQR value in any one of the three sequences luma, chroma, or total.


� Level 7 is required only for chroma map construction.
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