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Foreword

As part of the industry-wide effort to develop objective video quality of service measurements three methodological approaches have been defined.

Full Reference (FR) - A method applicable when the full reference video signal is available. This is a double-ended method and is the subject of this technical report. 

Reduced Reference (RR) - A method applicable when only reduced video reference information is available. This is also a double-ended method.

No Reference (NR) - A method applicable when no reference video signal or information is available. This is a single-ended method.

This Technical Report has been developed as one of a group of Technical Reports designed to meet the industry need for documentation of objective video quality metrics (VQM) utilizing the Full Reference technique. Normalization means that time-invariant systematic changes in the video from reference input to processed video output are removed prior to performing full reference video quality measurements. Typical parameters to be normalized are gain, black level and spatial alignment.  Gain and black level may affect perceived picture quality while spatial alignment, within reason, will not. However spatial alignment is needed for most full reference objective methods since the calculation is done by comparison on a pixel-by-pixel basis. All objective methods require temporal alignment. The forward of this Technical Report describes the background of including normalization in objective full reference video quality metrics. Specific methods that may be used for normalization are in the normative body of the document. Accuracy and cross calibration of video quality metrics are defined in Technical Report A1.

While objective measurements with good correlation to subjective quality assessment are desirable in order to attain optimal quality of service it must be realized that objective measurements are not a direct replacement for subjective quality assessment. Subjective quality assessments are carefully designed procedures intended to determine the average opinion of human viewers to a specific set of video sequences for a given application. Results of such tests are valuable in basic system design and benchmark evaluations. Subjective quality assessments for a different application with different test conditions will still provide meaningful results. However, opinion scores for the same set of video sequences are likely to have different values. Objective measurements are intended for use in a broad set of applications producing the same results with a given set of video sequences. The choice of video sequences to use and the interpretation of the resulting objective measurements are some of the factors varied for a specific application. Therefore objective measurements and subjective quality assessment are complementary rather than interchangeable. Where subjective assessment is appropriate for research related purposes, objective measurements are required for equipment specifications and day-to-day system performance measurement and monitoring.

Normalization used as part of the calculation in a VQM should have meaningful correspondence with both related subjective assessments and operational realities in a television system. The most fundamental issue is whether normalization (other than temporal) should be used at all. To some extent this is a function of the capabilities of the VQM, those that model the human visual system and response may require a less complete set of parameters to be normalized or perhaps require no normalization. Others, such as peak signal to noise ratio (PSNR), may require very precise and complete normalization in order to provide meaningful results. At the time this Technical Report was developed there were no subjective assessment results known to provide viewer opinion scores based on including gain and black level changes in the displayed pictures. Although some of the perceptual based objective video quality metrics output values might be responsive to gain and black level changes there has been no independent validation of such a capability. Therefore normalization of processed video is considered to be an important aspect of objective video quality metrics.

Subjective Assessments

For subjective video quality assessment some parameters relating to visual presentation are carefully specified and reported. (See Recommendation ITU-R BT.500.) These relate to video display monitor characteristics and viewing conditions and are considered part of the experimental design. While their parameter values are necessary for evaluation of the subjective assessment results they cannot be mathematically included in the presentation of the subjective assessment scores. Video gain and black level changes between the reference video and the processed video are not controlled or reported in subjective assessment experiments defined by BT.500. However it is well known that they may have a significant affect on perceived picture quality and that these parameters are usually well controlled in broadcast television operations. One argument for controlling (normalizing) gain and black level in the processed video relates to the use of subjective testing for evaluation of compression codecs. 

The question is, will the system be fairly evaluated if such adjustments are, or are not, made? Because adjusting gain and black level is always considered good practice in an operational environment and the mechanism for such adjustments in virtually always available (even in all digital systems), it would be unfair to evaluate a system with incorrect gain and black level. Consider two similar systems with different picture quality. An engineer is going to decide which one to purchase.  The one with the better picture quality has modest gain and black level errors. These errors are of such a nature that the subjective assessment results will reverse the true ranking of picture quality for the two systems. Clearly it would be better to properly adjust the gain and black level of all processed sequences or request that a manufacturer fix a design problem in order to make the best purchase decision. 

With this in mind the following flowchart has been suggested to the Video Quality Experts Group (VQEG) for use with the double stimulus continuous quality scale (DSCQS) assessment method of BT.500. It requires maintaining gain and black level (offset) to within 2% of full amplitude throughout the sequence processing for subjective assessment. 2% accuracy will have little or no affect on subjective results while an improved accuracy may be required for some video quality metrics as described below in the discussion of PSNR.
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1. Each source sequence shall have associated color bars that accurately represent the correct amplitude and offset (black level) of the sequence.

2. At the time the sequence is processed through the hypothetical reference circuit (HRC) the gain and offset shall be adjusted to an accuracy of 2% of full amplitude either by adjustment within the HRC or an external processing amplifier. (N1)

3. When the tape recording of the processed sequence is made it shall be replayed to verify the accuracy of the gain and offset.

4. Distribution copies from the tape editing shall be replayed prior to distribution to verify the accuracy of the gain and offset.

5. The color bars on the leader of the subjective tapes shall be used to adjust the gain and offset of the viewing monitors to provide BT.500 viewing conditions.

6. If resources are available for normalization and distribution of all sequences (N2), normalization of gain, offset and spatial alignment shall be implemented by an agreed method and to an agreed accuracy.

7. PSNR shall be calculated based on normalization of gain, offset and spatial alignment implemented by an agreed method and to an agreed accuracy. 

8. Proponents may use the color bars as an aid to the normalization for their model if desired.

Peak Signal to Noise Ratio 

For many years PSNR has been a benchmark VQM. (See ANSI T1.801.03.) This objective method requires rather precise normalization in order to give meaningful results. Shown below are values for single-frame luminance PSNR without normalization calculated based on a 127 by 127 pixel picture. Samples were in the range of valid values per Recommendation ITU-R BT.601 for 8-bit operation.

	Distortion
	Diagonal Ramp
	Diagonal Sine waves
5 cycles
	Diagonal Sine waves
10 cycles

	Black level shift 1.4%
	37.8 dB
	37.8 dB
	37.8 dB

	Gain change 1.8 %
	38.9 dB
	37.9 dB
	37.8 dB

	H picture shift 0.5 pixel
	48.1 dB
	33.8 dB
	27.8 dB

	H picture shift 1 pixel
	48.1 dB
	27.8 dB
	21.8 dB


Similar PSNR values are obtained for gain change and black level shift for all picture types as would be expected since they represent similar changes to all pixel values. The equal values for the 1 and 0.5 pixel picture shifts for the ramp are due to the rounding method to keep the digital values as integers. PSNR reduction due to picture shift is greater in the picture with more detail, that is 10 cycles of sine wave.

To put these values in perspective, the VQEG Phase 1 measurements gave PSNR values in the range of 20 dB to 45 dB for a wide variety of video sequences and test systems. (See ITU-T Com 9-80, June 2000.) The modest gain and black level changes are well within the range of good operating practice and may not provide visible changes in a subjective assessment. However they produce PSNR values are not indicative of nearly perfect pictures. Small amounts of horizontal shift would produce no visual affect however, if not corrected, they will make PSNR completely meaningless.

Operational Practice

In traditional broadcast operations it is relatively common to monitor and adjust gain and black level using available test equipment and vertical interval test signals. The 2% accuracy suggested for subjective assessments is reasonable. Linear systems, analog or digital, tend to maintain those parameters as a constant regardless of picture content so care taken with each segment of a program will insure consistent operation for the entire program. As broadcast and other operations using full resolution standard definition television (SDTV) incorporate compression systems both live and pre-recorded, the ease of maintaining gain and black level is reduced specifically due to the lack of meaningful vertical interval test signals. There is also the possibility that these parameters will change with picture content in a compression system. However that is more of a design problem to be eliminated than an operational problem to be dealt with in an ongoing manner. There is still the need to maintain gain and black level in order to provide the viewer with acceptable results. How well this is accomplished, including how often adjustments are monitored and corrected, provides some operational requirements for a VQM with respect to normalization.

Another operational consideration is in-service versus out-of-service measurements. Without the availability of vertical interval test signals, compressions system testing is more inclined toward out-of-service (intrusive) tests using known sequences of varying complexity. In this case gain and black level adjustment on a sequence-by-sequence basis is easily accomplished and relates to normalization by the VQM. While this may be the most obvious use of a full reference VQM the possibility for continuous in-service monitoring exists in many applications. Any normalization of gain and black level used by the VQM should appropriately represent the operational aspects of the system. That is the VQM must separate the static, time invariant parameters that are appropriate for normalization from those that should be included in the picture quality output results of the measurement system.

Normalization

Based on the above discussion it is apparent that there is no one set of parameters to be normalized for a VQM nor is there one specific normalization method to be used. There are two dimensions to be considered, use of artificial test signals related to the video sequence and length of the video sequence.

	Test Signals      \
Length
	Short (2 to 10 s)
	Long (60 s to continuous)

	At start or embedded
	
	

	Not used
	
	


Test signals included as an adjunct to a video sequence or embedded in the video sequence provide for operational adjustments and may be used as an input to the normalization calculation. This approach is most applicable to, but not limited to, out-of-service tests using short video sequences. Normalization based on the program material is most applicable to, but not limited to, continuous in-service monitoring applications.

For short sequences, one value of normalization for each parameter is appropriate. For long sequences consideration must be given to normalization that represents realistic operational adjustment of parameters particularly with respect to gain and black level. Continuous temporal alignment is required for all sequence lengths. This may also be true for spatial alignment depending on the sensitivity of the VQM to this parameter.

The following people contributed to this T1A1 Technical Report:
(To be added.)

1. Scope, purpose, and application

1.1 Scope

This Technical Report specifies a number of normalization methods suitable for use with objective video quality metric (VQM) methods based on availability of the full reference video signal. Such measurement methods are double-ended and utilize normalization as shown in figure 1.

[image: image2.wmf]Figure 1. System block diagram

Normalization means that time-invariant systematic changes in the video, from reference input to processed video output, are removed prior to performing full reference video quality measurements. Normalization is required because most full reference methods compare reference and processed pictures on what is effectively a pixel-by-pixel basis. Only time-invariant static changes in the video are removed, dynamic changes due to the compression and decompression processes are measured as part of the quality rating calculation. Normalization adjusts the processed video input to the measurement in a manner similar to that expected for delivery to the final viewer or as required for operation of the VQM. Table 1 lists the parameters that may be normalized. See section 1.3 for specific applications and limitations of the methods described in this Technical Report.

	Parameter
	Viewer Expectations

	Luminance level
	Operationally controlled

	Color-difference level
	Operationally controlled

	Luminance DC level
	Operationally controlled

	Color-difference DC level
	Operationally controlled

	Channel-to-channel delay offset
	Possibly controlled, required by some VQM

	Horizontal pixel shift
	Not controlled, required by most VQM

	Vertical line shift
	Not controlled, required by most VQM

	Temporal shift
	Not seen by viewer, 
not controlled, required for all VQM


Table 1. Normalization parameters

Normalization is shown in figure 1 as a separate block in a video quality measurement system in order to explain the application of the normalization methods in this Technical Report. Full reference video quality measurement methods do not require a specific normalization method, only one that provides results meeting a specified degree of accuracy. Such normalization methods would usually be incorporated in the implementation of the full reference video quality measurement. Therefore normalization method(s) described in this Technical Report that may optionally be used with full reference video quality metrics.

1.2 Purpose

This Technical Report describes video normalization methods that may be used in conjunction with video quality metrics utilizing the Full Reference technique. Full reference video quality measurement methods are necessary to support the interconnection and interoperability of telecommunications networks at interfaces with end-user systems, carriers, information and enhanced-service providers, and customer premise equipment.

1.3 Application 

Applications of the normalization methods described in this Technical Report are limited to specific video signals and sequence lengths as described below in order to meet the immediate need for documentation of available video quality metrics and to coordinate with available validation test methods.

1.3.1 Video Signals

The normalization methods specified in this Technical Report are based on processing component video as defined by ITU-R Recommendation BT.601. This does not preclude implementation of measurement methods including composite video inputs and outputs. The conversion between composite and component domains is not part of this Technical Report.
 Although the primary application for this Technical Report is 525-line television systems, specifications for 625-line systems are included due to their use in program production and international program exchange.

1.3.2 Video Sequence Length

Because normalization adjusts the processed video input to the measurement in a manner similar to that expected for delivery to the final viewer this Technical Report is only applicable to measurements utilizing short video sequences. (10 seconds or less) The reason for this limitation is that normalization may need to be changed during a long sequence and appropriate temporal considerations for normalization related to operational practices in the use of long sequences are a subject for future study.

1.3.3 Test signals

Normalization compares average values of static system parameters from the reference and processed video signals. The results of this comparison are used to set the adjustment values in the normalization process. There are two basic approaches to normalization, with or without use of a test signal. An appropriate test signal may be placed before and/or after the video sequence to be evaluated or the test signal may be included in the video sequence. Use of a test signal generally provides the least complex calculation of necessary normalization values however it is an intrusive method and would normally be used in an out-of-service measurement. For in-service measurements the normalization values are calculated using only the signal values in the active portion video sequence.  Signal values outside the active video may not represent those of the active video. This is particularly true for a compression system where vertical interval signals and synchronizing signals are not included in the compressed data; they are regenerated at the compression decoder.

2. Normative References

The following standards contain provisions, which through reference in this text constitute provisions of this Technical Report. At the time of publication, the editions indicated were valid. All standards are subject to revision, and parties to agreements based on this Technical Report are encouraged to investigate the possibility of applying the most recent edition of the standards indicated below.

ITU-R Recommendation BT.601-5, Studio Encoding Parameters of Digital Television for Standard 4:3 and Wide-Screen16:9 Aspect Ratios

ITU-R Recommendation BT.656-4, Interfaces for Digital Component Video Signals In 525-Line and 625-Line Television Systems Operating at the 4:2:2 Level of Recommendation ITU-R BT.601 (PART A)

ITU-R Recommendation BT.801-1, Test signals for digitally encoded color television signals conforming to Recommendations ITU-R BT.601 (Part A) and ITU-R BT.656

SMPTE Recommended Practice 187-1995, Center, Aspect Ratio and Blanking of Video Images

3. Normalization Results 

The primary result of normalization is the adjustment of the processed (degraded) video as required for operation of the VQM. However, reporting normalization changes separately from the calculated video quality metric is a meaningful approach for two reasons. First, this is the information that would be obtained from vertical interval test signal measurement in a non-compressed environment and used to make operational adjustments. These same adjustments should be made in a compressed environment to provide the best quality of service.

Second, this corresponds directly to the information available in subjective assessment experiments. In addition to the viewer opinion scores subjective assessment experiments provide information on monitor characteristics and viewing conditions. These have affects on the perceived picture similar to that of gain and black level changes.

4. Video Input/Output

Normalization may be integrated into the implementation of a measurement instrument. Therefore the video input and output signals are defined in the data domain not including the related hardware interconnection.

The input and output video signals for the normalization processed defined in this Technical Report shall conform to ITU-R Recommendation BT.601. 8-bit or 10-bit implementations may be used based on the requirements of the video quality metric. 

Luminance and color-difference 8-bit signal levels are shown in table 2.

	
	Decimal
	8-bit Hex

	Luminance Quantization Levels
	220
	

	Luminance Black Signal
	16
	10

	Luminance Peak White Signal
	235
	EB

	Color-difference Quantization Levels
	225
	

	Color-difference Zero Signal
	128
	80

	Color-difference Minimum Signal
	16
	10

	Color-difference Maximum Signal
	240
	F0


Table 2. Decimal and 8-bit video signal levels

5. Active Picture 

The active picture line and sample numbers are defined in ITU-R Recommendations BT.601 and BT.656 and shown in table 3. 

	
	525-line Systems
	625-line Systems

	Luminance Active Line Samples
	0 – 719
	0 – 719

	Color-difference Active Line Samples
	0 – 359
	0 – 359

	Field 1 Active Lines
	20 – 263
	23 – 310

	Field 2 Active Lines
	283 – 525
	336 – 623


Table 3. Active picture lines and sample numbers

Processing of the video required for normalization shall be performed on the entire active picture corresponding to typical operational system adjustments. However the area of the active picture that may be used to determine the time-invariant systematic changes in the video for which normalization is required is less than the total active picture. Calculations performed by the normalization process to determine what video changes are required shall be based on pixels contained within, but not necessarily fully include, the clean aperture defined by SMPTE RP 187 and listed in table 4 except that the entire picture shall be used to detect line and pixel cropping.

	
	525-line Systems
	625-line Systems

	Luminance Active Line Samples
	6 – 713
	15 – 704

	Color-difference Active Line Samples
	3 – 356
	7 – 355

	Field 1 Active Lines
	22 – 261
	26 – 308

	Field 2 Active Lines
	285 – 524
	338 – 620


Table 4. Clean aperture picture lines and sample numbers

Note: Color-difference active line samples are not specified in SMPTE RP 187. The values in table 3 have been interpolated from the luminance samples.

6. Normalization Parameters

Typical normalization parameters and tolerances are shown in table 5. The definition of each parameter is based on measurement with a suitable test signal. Normalization methods that do not use test signals typically make appropriate calculations based on picture content averaged over a number of video frames.

	Parameter
	Normalization Tolerance

	Luminance level
	< 0.2 dB of peak white

	Color-difference level
	< 0.2 dB of max allowed excursion

	Luminance DC level
	< 0.5 % of peak white

	Color-difference DC level
	< 0.5% of max allowed excursion

	Channel-to-channel delay offset
	< 2 ns

	Horizontal pixel shift
	< 0.1 pixel

	Vertical line shift
	< 0.1 line

	Temporal shift
	0 fields


Table 5. Typical normalization parameters and tolerance
Luminance Level: The maximum excursion of the luminance signal from black (16 decimal). The luminance level is determined by the signal value of a 100% white bar in a color bar test signal. Due to signal processing, particularly analog processing, in a video system the luminance may have excursion above peak white or below black due to ringing. Program video level is normally measured with a filter as described in IEEE Standard 205.

Color-difference Level: The maximum peak-to-peak excursion of the color-difference signal. Maximum excursion levels for 100% color bars for each color-difference channel are 16 decimal to 240 decimal.

Luminance DC Level: The difference between the black level of a color bar test signal and luminance black (16 decimal). An average DC value calculation is used for program video.

Color-difference DC Level: The difference between the black level of a color bar test signal and zero color-difference signal (128 decimal). An average DC value calculation is used for program video.

The following parameters are measured using suitable test signals as defined in Recommendation ITU-R BT.801-1 and an oscilloscope or specialized television equipment. 

Channel-to-channel Delay Offset
Horizontal Pixel Shift

Vertical Line Shift
Temporal Shift

7. Normalization Methods
The normalization methods are described in annexes B and higher. These methods are available for use with those full reference video quality metrics that require normalization.  Use of no method, one method or optional use of a number of methods shall be specified in the documentation of the video quality metric.  

Annex B – Temporal, Spatial and Parameter Normalization Utilizing a Defined Test Signal

Annex A – Bibliography

(Informative)

ANSI T1.801.01, Digital Transport of Video Teleconferencing/Video Telephony Signals - Video Test Scenes for Subjective and Objective Performance Assessment

ANSI T1.801.02, Digital Transport of Video Teleconferencing/Video Telephony Signals - Performance Terms, Definitions and Examples

ANSI T1.801.03-1996, Digital Transport of One-Way Digital Signals – Parameters for Objective Performance Assessment.

IEEE Standard 205, Measurement of Luminance Signal Levels

ITU-T COM9-80, Rapporteur Q11/12 (VQEG): Final report from the video quality experts group on the validation of objective models of video quality assessment

ITU-R Recommendation BT.500, Methodology for the Subjective Assessment of the Quality of Television Pictures
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T1 Technical Report A4, Objective Perceptual Video Quality Measurement Using a JND-Based Full Reference Technique
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Annex B – Temporal, Spatial and Parameter Normalization Utilizing a Defined Test Signal

B1. Introduction and Application

The normalization method defined in this annex utilizes a specialized test signal called calibration “stripes” as defined in section B3. The stripes contain digital data representing analog levels necessary to determine the values of all normalization parameters defined in section 6. This method is only appropriate to normalize short video sequences (10 seconds or less) as defined in section 1.3.2. While the stripes may be used to detect that a picture size has changed (such as produced by a special effects unit) this method has not been shown to provide the information necessary to determine the amount of size change. 

There are two methods for application of the stripes, header-only or header plus continuous stripe as shown in figure B1. The preferred method is header-only (Pattern A) so the stripes do not affect the operation of a compression codec by changing the complexity of the program material and the program material may be used directly for subjective assessment. Optionally a version of the header stripes (Pattern B) may be included in the test area program material to detect temporal changes in normalization parameters.
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Figure B1. Application of normalization stripes

Methods for determining parameter values are all based on field-by-field calculations. Since the purpose of normalization is to remove time-invariant systematic adjustment errors, the average value of the calculated parameters shall be used to adjust the parameters of the entire test sequence. 

The method described in this annex provides details of the test signal stripes so they may be regenerated in the measurement equipment for accurate comparison with those received with the processed (degraded) video. Implementation of the parameter detection and image correction calculations are not explicitly specified allowing the designer an opportunity to develop the implementation as best suits feature requirements and available technology.

B2. Coordinate System for BT.601 Video Fields

The coordinate system that is used for the luminance (Y) fields is shown in figure B2. Each luminance field consists of 242 lines (525-line systems) and 720 pixels (both 525 and 625-line systems). Chrominance lines consist of 360 Cb and 360 Cr pixels. Lines to be used for each field are shown in table B1. The horizontal and vertical coordinates of the upper left corner of the luminance field are defined to be (v=0, h=0). As shown in figure B2, the horizontal axis (h) coordinate values increase to the right, the vertical axis (v) coordinate values increase down, and the time axis (t) points forward in time. The amplitude of a pixel in Y(tn) at row i (i.e., v = i), column j (i.e., h = j), and time tn (i.e., t = tn) will be denoted as Y(i, j, tn).

	
	Field 1
	Field 2
	i

	First line 525-line systems
	21
	283
	0

	Last line 525-line systems
	263
	525
	242

	First line 625-line systems
	23
	336
	0

	Last line 625-line systems
	310
	623
	287


Table B1. Correspondence between line numbers and the value of “i”

Note: Line 20, the first line in the production aperture defined by SMPTE RP187, is not included for 525‑line systems in order to make the fields of equal length for independent and equivalent processing.
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Figure B2. Coordinate system for luminance fields

B3. Calibration Stripes

Both pattern A and pattern B provide information to detect alignment, level, gain, pattern ID (test sequence identification) and frame ID. Pattern A, that is used as a header, provides information to detect horizontally cropped pixels and vertically cropped lines in the luminance channel. The layout and details of pattern A are shown in figures B4, B5 and B6. The layout and details of pattern B are shown in figures B7 and B8. A video capture of each pattern is shown in figures B11 and B12.

Sample addresses start at 0 and end at 1439 for a total of 1440 samples distributed as Cb, Y, Cr, Y, Cb…  The addresses correspond to sample count values of 1 through 1440 also shown in the figures. Lines are as defined by values of “i” in table B1. (Note: Pixels in the BT.601 sense consist of Y samples associated with a pair of Cb/Cr samples for even numbered Y samples and without Cb/Cr samples for odd numbered Y samples.)

Each pattern has stripes with squares and stripes without squares. The sample addresses for the squares are shown in table B2. There are 45 squares (28 samples wide, 7 lines high) except the center 3 squares for pattern A chroma squares are combined into 2 larger squares. For identification consider that the squares are numbered 0 through 44 from left to right.

	Square
	0
	1
	2
	3
	4
	5
	6
	7
	8

	Addresses
	90-117
	118-145
	146-173
	174-201
	202-229
	230-257
	258-285
	286-313
	314-341


	9
	10
	11
	12
	13
	14
	15
	16
	17
	18

	342-369
	370-397
	398-425
	426-453
	454-481
	482-509
	510-537
	538-565
	566-593
	594-621


	19
	20
	21 *
	22 *
	23 *
	24
	25
	26
	27
	28

	622-649
	650-677
	678-705
	706-733
	734-761
	762-789
	790-817
	818-845
	846-873
	874-901


	29
	30
	31
	32
	33
	34
	35
	36
	37

	902-929
	930-957
	958-985
	986-1013
	1014-1041
	1042-1069
	1070-1097
	1098-1125
	1126-1153


	38
	39
	40
	41
	42
	43
	44

	1154-1181
	1182-1209
	1210-1237
	1238-1265
	1266-1293
	1294-1321
	1322-1349


Table B2, Sample addresses for squares

* For the pattern A, chroma squares stripe; square 22 does not exist. Square 21 is addresses 678-719, 
Square 23 is addresses 720-761.

Modulation of sample amplitude is included in certain chroma and luminance areas as specified in sections B3.1 and B3.2. This is done to average the amplitude response over several quantizing levels thereby limiting any quantizing errors in the resulting calculations. Modulation is +20 decimal from the nominal level in a continuous manner based on 8-bit samples. Horizontal step changes in amplitude between squares are contoured to correspond to analog bandwidth limitations. Contouring is based on convolution of the array of pixels in the horizontal line with a multi-tap filter.

Luminance: 5-tap filter {0.1, 0.25, 0.3, 0.25, 0.1}

Color-difference: 3-tap filter {0.25, 0.5, 0.25}

B3.1 Description of Pattern A

Stripes without squares are defined in table B3. Signal level ranges represent +20 decimal modulation from the nominal level in a continuous manner based on 8-bit samples.

	Stripes without squares
	Y
	Cr
	Cb
	Addresses
	Lines (i)

	Cropping pattern, Dark bar
	70
	128
	128
	90-117
	0-19, 223-242 (525)

	
Bright bar
	180
	128
	128
	118-145
	0-19, 268-287 (625)

	Chroma bar, Left cropping area
	128
	128
	70
	0-89
	25-31

	
Left area
	128
	128
	60-80
	90-719
	

	
Right area
	128
	60-80
	128
	720-1349
	

	
Right cropping area
	128
	70
	128
	1350-1439
	

	Luma bar, Left cropping area
	70
	128
	128
	0-89
	53-59

	
Luma bar modulated
	60-80
	128
	128
	90-1349
	

	
Right cropping area
	70
	128
	128
	1350-1439
	


Table B3. Pattern A stripes without squares

Chroma Squares Stripe (lines 32-38)

As shown in table B4 there are 22 chroma squares, 11 on the left (even numbered squares 0-20) are blue in color, and 11 on the right (even numbered squares 24-44) are red in color. The odd numbered squares and the cropping areas have the same sample values as the equivalent addresses in the chroma bar. The even numbered squares are modulated +20 decimal from the nominal level of 180 decimal based on 8-bit samples. 

	Chroma Squares Stripe
	Y
	Cr
	Cb
	Addresses
	Squares

	Left cropping area
	128
	128
	70
	0-89
	

	Left area blue squares
	128
	128
	160-200
	Table B2
	Even 0-20

	Left area other squares
	128
	128
	60-80
	Table B2
	Odd 1-21

	Right area red squares
	128
	160-200
	128
	Table B2
	Even 24-44

	Right area other squares
	128
	60-80
	128
	Table B2
	Odd 23-43

	Right cropping area
	128
	70
	128
	1350-1439
	


Table B4. Pattern chroma squares

Luma squares:  (lines 46-52)

As shown in table B5 all 45 squares are used. Even numbered squares (0-44) are black and have the same sample values as the equivalent area in the luminance bar. Odd numbered squares are white and modulated +20 decimal from the nominal level of 180 decimal based on 8-bit samples.

	Luma Squares Stripe
	Y
	Cr
	Cb
	Addresses
	Squares

	Left cropping area
	180
	128
	128
	0-89
	

	Black squares
	60-80
	128
	128
	Table B2
	Even 0-44

	White squares
	160-200
	128
	128
	Table B2
	Odd 1-43

	Right cropping area
	180
	128
	128
	1350-1439
	


Table B5. Pattern chroma squares


Identification and Gray Code Stripe (lines 39-45)

The binary data is contained in the 22 odd numbered squares (1-43). A logical “1” is a black square (Y = 70) and a logical “0” is a gray square (Y = 128). Between two logical squares there is always one equal sized gray square that contains no information. 

Pattern identification is contained in the 6 outside data squares and gray code data in the 16 inside data squares. For each data set the left most square is the most significant bit (MSB) and the right most square is the least significant bit (LSB). Pattern A is coded as binary 011110 in squares 1-3 and 39-43. (Pattern B is 000000)

Trigger ID and Frame ID codes:

The data in Pattern A is divided into two logical sections, trigger ID followed by frame ID to facilitate non-real-time VQM video capture. The measurement instrument determines identification of the desired video sequence during the trigger ID section.  Hence all of the frame ID section may be captured and used for normalization parameter evaluation. The maximum length of Pattern A is 32 frames because the frame number is 5-bits as shown in figure B3. (All 10 bits of the data area are used for frame numbering in Pattern B.) Length of the trigger ID and frame ID sections shall be included in the VQM specification. Only the frame number is in gray code, all other data is normal binary.
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Figure B3. Trigger and frame ID data

yyyy yyyy = Sequence identification number (required in the trigger ID frames, say frames 0-7)

Sequence identification numbers are allocated as follows:

0 – 63 (0 – 3F hex):
Manufacturer 1 (Tektronix)

64 – 127 (40 – 7F hex):
Manufacturer 2

128 – 191 (80 – BF hex):
Manufacturer 3

192 – 255 (C0 – FF hex):
Manufacturer 4

H: Stripe type, H = 0 Header (pattern A) only, H = 1 Header and test area (patterns A and B)

F: Format, F = 0 for 525-line systems, F = 1 for 625-line systems

U: Source, U = 0 for manufacturer generated sequence, U = 1 for user generated sequence

xxxxx = Frame number in Reflected Binary Gray Code (required for all frames, 0-29)

Reflected binary Gray code is developed as follows. Build an n+1 bit Gray code by adding a reflection of the n-bit code, placing “0”s in front of the original codes and 1 in front of the reflected codes. A 1-bit code is 0, 1 the 2-bit code 00, 01, 11, 10. This construction is shown in table B6 for 6-bits up to decimal 59.

	Decimal
	Gray
	
	Decimal
	Gray
	
	Decimal
	Gray

	0
	0
	
	20
	11110
	
	40
	111100

	1
	1
	
	21
	11111
	
	41
	111101

	2
	11
	
	22
	11101
	
	42
	111111

	3
	10
	
	23
	11100
	
	43
	111110

	4
	110
	
	24
	10100
	
	44
	111010

	5
	111
	
	25
	10101
	
	45
	111011

	6
	101
	
	26
	10111
	
	46
	111001

	7
	100
	
	27
	10110
	
	47
	111000

	8
	1100
	
	28
	10010
	
	48
	101000

	9
	1101
	
	29
	10011
	
	49
	101001

	10
	1111
	
	30
	10001
	
	50
	101011

	11
	1110
	
	31
	10000
	
	51
	101010

	12
	1010
	
	32
	110000
	
	52
	101110

	13
	1011
	
	33
	110001
	
	53
	101111

	14
	1001
	
	34
	110011
	
	54
	101101

	15
	1000
	
	35
	110010
	
	55
	101100

	16
	11000
	
	36
	110110
	
	56
	100100

	17
	11001
	
	37
	110111
	
	57
	100101

	18
	11011
	
	38
	110101
	
	58
	100111

	19
	11010
	
	39
	110100
	
	59
	100110


Table B6. Gray code table

To convert a binary number d1, d2…dn-1, dn to its corresponding reflected Gray code, start at the right with the digit dn (the least significant bit). If the dn-1 is 1, replace dn by 1-dn; otherwise leave it unchanged. Then proceed to dn-1. Continue up to the first digit d1 that is kept the same since d0 is assumed to be 0.

Example: Decimal 91 = Binary 1011011 = Gray 1110110
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Figure B4. Pattern A vertical layout

Note: Line numbers correspond to the “i” values. Square brackets [] indicate numbers for the 625-line system.

Figure B5. Pattern A bar detail [image: image6.wmf] 
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Figure B6. Pattern A detailed ID and alignment squares in luminance [image: image7.wmf]7
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B3.2 Description of Pattern B

Pattern B is optional.

Stripes without squares are defined in Table B8. Signal level ranges represent +20 decimal modulation from the nominal level in a continuous manner based on 8-bit samples.

	Stripes without squares
	Y
	Cr
	Cb
	Addresses
	Lines 

	Chroma bar, Left cropping area
	128
	128
	70
	0-89
	0-6

	
Chroma Left area
	128
	128
	60-80
	90-453
	

	
Center luma area
	128
	128
	128
	454-985
	

	
Chroma Right area
	128
	60-80
	128
	986-1349
	

	
Chroma Right cropping area
	128
	70
	128
	1350-1439
	

	Luma bar, Left cropping area
	70
	128
	128
	0-89
	21-27

	
Luma bar modulated
	60-80
	128
	128
	90-1349
	

	
Right cropping area
	70
	128
	128
	1350-1439
	


Table B8. Pattern B stripes without squares

Luma Squares (Lines 14-20)

As shown in table B9 all 45 squares are used. Even numbered squares (0-44) are black and have the same sample values as the equivalent area in the luminance bar. Odd numbered squares are white and modulated +20 decimal from the nominal level of 180 decimal based on 8-bit samples.

	Luma Squares Stripe
	Y
	Cr
	Cb
	Addresses
	Squares

	Left cropping area
	180
	128
	128
	0-89
	

	Black squares
	60-80
	128
	128
	Table B2
	Even 0-44

	White squares
	160-200
	128
	128
	Table B2
	Odd 1-43

	Right cropping area
	180
	128
	128
	1350-1439
	


Table B9. Pattern chroma squares

Chroma Squares and Gray Code (Lines 7-13)

There are 14 chroma squares, 7 on the left (even numbered squares 0-12) are blue in color, and 7 on the right (even numbered squares 32-44) are red in color. The odd numbered squares and the cropping areas have the same sample values as the equivalent addresses in the chroma bar.

The binary data is contained in 10 odd numbered squares (13-31). A logical “1” is a black square (Y = 70) and a logical “0” is a gray square (Y = 128). Between two logical squares there is always one equal sized gray square that contains no information. 

	Chroma Squares and Gray Code
	Y
	Cr
	Cb
	Addresses
	Squares

	Left cropping area
	128
	128
	70
	0-89
	

	Left area blue squares
	128
	128
	160-200
	Table B2
	Even 0-12

	Left area other squares
	128
	128
	60-80
	Table B2
	Odd 1-11

	Center area data squares
	70
	128
	128
	Table B2
	Odd 13-31

	Center area gray squares
	180
	128
	128
	Table B2
	Even 14-30

	Right area red squares
	128
	160-200
	128
	Table B2
	Even 32-44

	Right area other squares
	128
	60-80
	128
	Table B2
	Odd 33-43

	Right cropping area
	128
	70
	128
	1350-1439
	


Table B10. Pattern B chroma squares

Pattern B identification is all “0”s in odd numbered squares 1-3 and 39-43. The luminance level in these squares is 128, defined as a logical “0”

The only information contained in the 10 odd numbered data squares (13-31) is frame ID in reflected binary Gray code. The lowest frame number shall be contiguous with the highest frame number in Pattern A. See section B3.1 for a description of Gray code.

Figure B7. Pattern B vertical layout [image: image8.wmf]
Note: Line numbers correspond to the “i” values. Square brackets [] indicate numbers for the 625-line system.
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Figure B8. Pattern B bar detail

B4. Temporal Alignment

Temporal alignment is based on frame ID values as defined in section B3.1.

B5. Spatial Shift Detection

For each frame there are 6 separate calculations comprising the 2 fields and 3 channels (luminance and 2 color-difference channels). A one pixel horizontal shift moves all luminance (Y) pixels one full pixel horizontally and moves each color-difference pixel (Cr and Cb) one-half pixel in the same direction. A positive horizontal shift is to the right. A one full line shift moves all pixels vertically in one field; this means a whole receives a two-line shift. A positive vertical shift is down.

Four steps are used for horizontal spatial shift detection, rough, medium, part-pixel and fine as described below. The accuracy of shift detection on perfect images is never less than 2/100 of a pixel. In poor quality images the accuracy is less. For MPEG-2 compressed images with a bit rate of 1Mbits/s the accuracy is in the range of 1/10 of a pixel. The first two steps provide the vertical shift information.

B5.1 Rough Pixel Detection

The reference pattern for the cross-correlation is one line of video containing the alignment squares for each channel (630 pixels in Y, 157 pixels in Cb and Cr, (91 pixels for pattern B).

Due to the fact, that the image can be shifted in a wide range, a relatively large part of the image is searched for the alignment pattern.

The basic search is a cross-correlation over the alignment squares.

Luminance:
630 = (720 - 2*45) pixels 
each horizontal line

Chrominance:
157 = (180 - 23) pixels 
pattern A


 91 pixels 
pattern B

The range of search, from the expected location, is:

Luminance:
±25 pixel horizontally, ± 16 lines vertically

Chrominance:
±15 pixel horizontally, ± 16 lines vertically

Note: It is appropriate to skip every second line to reduce computation time.

The best match is represented by the highest sum of the cross-correlation. If several points show the same results, the point with the lowest line number (highest position on the screen) is used. When no match occurs at all, this means, that there is no image or no pattern is inserted into the image or the input image is too much impaired, the detection process is terminated.

B5.2 Medium Pixel Detection

Medium pixel detection is basically the same as rough pixel detection. The differences are: the area to be searched is smaller; the result of the cross-correlation is not taken from one line only, but as a result of 7 lines; Medium pixel detection is only done, when a match was found in the rough pixel detection.

The search is a cross-correlation over the 7 lines of alignment squares.

Luminance:
630 pixels by 7 lines (630 * 7)

Chrominance:
157 pixels by 7 lines (157 * 7) 
pattern A


91 pixels by 7 lines (91 * 7) 

pattern B

Search range for this packet from the point, detected by the rough pixel detection, is:

Luminance:
±3 pixel horizontally, ± 7 lines vertically

Chrominance:
±3 pixel horizontally, ± 7 lines vertically

The best match is represented by the highest sum of the cross-correlation. This result is precise enough to detect the exact line number and good enough to detect the horizontal pixel position with an accuracy of ±0.5 pixel.

B5.3 Part-Pixel Detection

Detection of a part pixel shift can be calculated from the information of the contoured edges of the alignment squares. This is to be done for each channel separately. To make this algorithm as robust as possible, only the three inner lines out of the 7 lines of the alignment squares each field and channel, are taken into consideration for the measurement.

     rising edge                                  falling edge

                  o o o o o              o o o o o

                o                                  o

              o                                      o

            o                                          o

          o                                              o

o o o o o                                                  o o o o o

0   2   4   6 7   9  11   13             0   2   4   6 7   9   11  13

The convolution filter specified in section B3 determines the exact shape of the contoured edge.  Replication of the expected edge provides the best comparison with received edges.

While this step is robust, even with images of very poor quality, there are two areas of uncertainty: 

· At a value of ±0.5 pixel shift; the cross-correlation can completely fail. This means, that the detection of one entire pixel can be in error. 

· Within the range of less than ±0.1 pixel shift the detection is very accurate however it is less accurate at higher pixel shift values due to the limited number of steps in the contoured edge.

B5.4 Ultra Fine Pixel Detection (by successive iteration)

The previous steps accurately detect integer pixel shifts. Those results represent the gross offset from the original position and need not be used in this step. Two additional iterations of the steps described in sections B5.2 and B5.4 provide the ultra fine detection accuracy as shown in the flow chart of Figure B9. The step described by this section starts at the decision diamond of the flow chart.

The horizontal shift back, part pixel shift, is implemented with the highest possible precision and only done in the range of ±0.5 pixel. The algorithm for this process uses the following filters:

in luminance:
sinx/x filter with 41 coefficients

in chrominance:
sinx/x filter with 21 coefficients (separately for Cb and Cr)

To minimize inaccuracy in the detection, the original input data is shifted back in each stage. Already shifted lines are never shifted twice. At the end, the results of all measurements (part pixel an full pixel) are combined.

Example:

An image is shifted by +3.7 pixel.

The detection would find:


+ 4.0 pixels (integer), detected by the last cross-correlation


- 0.3 pixels (part pixel)

In this example the iteration steps would be done on the 0.3 pixel offset.
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Figure B9. Ultra fine detection flow chart

B6. Gain and Level Detection
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Figure B10. Gain and level data points

Gain and level are determined by comparing the values of the luminance (luma) and color-difference (chroma) squares in patterns A and B. The 3 lines and 6 pixels in the center of the squares shall be used to avoid any edge effects due to compression systems. Alignment correction must be completed prior to calculating gain and level to insure the proper pixels are used for the calculation.

For luminance the processed signal values are derived from the gain and level according to the following equations.

LOW  = Gain * (low  - 16) + Level + 16

HIGH = Gain * (high - 16) + Level + 16

Therefore gain and level may be calculated as follows.











In a similar manner the equations for color-difference are as follows.

LOW  = Gain * (low  - 128) + Level + 128

HIGH = Gain * (high - 128) + Level + 128
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Figure B11. Video capture of embedded Pattern A
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Figure B12. Video capture of embedded Pattern B







� Normalization of luminance and color-difference signals as described in this Technical Report will not correct for chrominance phase errors produced in the composite domain. Such phase errors should be kept to a minimum. As an example, less than 2 degrees. When a relative-to-reference measurement is made care must be taken to provide color frame alignment between the reference and processed video signals.
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