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List of Acronyms

ANOVA
ANalysis Of VAriance

ASCII
ANSI Standard Code for Information Interchange

CCIR
Comite Consultatif International des Radiocommunications

CODEC
Coder-Decoder

CRC
Communications Research Center (Canada)

DVB-C
Digital Video Broadcasting-Cable

FR
Full Reference

GOP
Group of Pictures

HRC
Hypothetical Reference Circuit

IRT
Institut Rundfunk Technische (Germany)

ITU
International Telecommunications Union

MOS
Mean Opinion Score

MOSp
Mean Opinion Score, predicted

MPEG
Motion Pictures Expert Group

NR
No (or Zero) Reference)

NTSC
Nat’l Television Standard Code (60 Hz TV)

PAL
(50 Hz TV)

PS
Program Segment

QAM
Quadrature Amplitude Modulation

QPSK
Quadrature Phase Shift Keying

RR
Reduced Reference

SMPTE
Society of Motion Picture and Television Engineers

SRC
Source Reference Channel or Circuit

SSCQE 
Single Stimulus Continuous Quality Evaluation

VQEG
Video Quality Experts Group

VTR
Video Tape Recorder

 Introduction

This document defines the procedure for evaluating the performance of objective video quality models submitted to the Video Quality Expert Group RRNR-TV(VQEG) formed from experts of ITU-T Study Groups 9 and 12 and ITU-R Study Group 11. It is based on discussions from the last meeting of VQEG, March 13-17, 2000, Ottawa, Canada at the CRC and the ad hoc RRNR-TV group meeting in Munich, Germany at the IRT 11-15 December. 

The goal of the RRNR group is to recommend a quality model suitable for application to digital video quality measurement in broadcast television. The evaluation performance tests will be based on the comparison of the SSCQE MOS and the MOSp predicted by models. MOS samples will be delivered for long sequences each 0.5 second. In addition to correlation metrics, the recommendation must consider technical constraints such as reference bit rate, in service and real time operation.

The overall preference is to have one model for recommendation, but multiple models are possible depending on the outcome of the tests. In order to achieve this goal, the purpose of the RRNR-TV Group is to produce a more discriminating test than was accomplished in the VQEG Phase I tests
. Then, the quality range will address broadcast TV and real-time implementation issues will be evaluated through the complexity of the recommended model(s). 

The objective models will be tested using a set of digital video sequences selected by the VQEG RRNR-TV group. The test sequences will be processed through a number of hypothetical reference circuits (HRC's). The quality predictions of the submitted models will be compared with subjective ratings from human viewers of the test sequences as defined by this Test Plan. The set of sequences will cover both 50 Hz and 60 Hz formats. 

Several bit rates of reference channel are defined for the model, these being zero (No Reference), 10 Kb/s, 56 Kb/s and 256 Kb/s. Model performance will be compared separately with the results from each of the four bit rates, then compared between them, for a given efficiency.

A final report will be produced after the analysis of test results.

 Subjective Evaluation Procedure

1.1. The SSCQE method

1.1.1. General description

The Single Stimulus Continuous Quality Evaluation (SSCQE) method presents a digital video sample one time to the subjective assessment viewer. The video sequence is HRC processed and contains impairments. Participants evaluate the picture quality in real time using a grading scale. This approach is consistent with real-time video broadcasting where a reference sample with no degradation is unavailable to the viewer.

1.1.2. Viewing conditions

Viewing conditions should comply with those described in International Telecommunications Union Recommendation ITU-R BT.500-10. An example schematic of a viewing room is shown in Figure 2. Specific viewing conditions for subjective assessments in a laboratory environment are:

· Ratio of luminance of inactive screen to peak luminance: ( 0.02

· Ratio of the luminance of the screen, when displaying only black level in a completely dark room, to that corresponding to peak white: ( 0.01

· Display brightness and contrast: set up via PLUGE (see Recommendations ITU-R BT.814 and ITU-R BT.815)

· Maximum observation angle relative to the normal
: 300 

· Ratio of luminance of background behind picture monitor to peak luminance of picture: ( 0.15

· Chromaticity of background: D65
· Other room illumination: low

The monitor to be used in the subjective assessments is a 19” SDI (ITU-R Rec. BT.601) broadcast quality monitor (section 2.1.2).  For example, a Sony BVM-20F1U or equivalent.

The viewing distance of 6H selected by VQEG falls in the range of 4 to 6 H, i.e. four to six times the height of the picture tube, compliant with Recommendation ITU-R BT.500-10.

<<<XXX>>> The question about the associated soundtrack is still open. May be it would be easier to forget soundtrack, especially because of language. Thus, interactions between audio and video perception are still  not well known, and some studies shown that an interaction exist, and may change opinion scores. If the associated soundtrack is choose, it would be impaired simultaneously with video, or not. 


[image: image1.wmf]
Figure 1.  Example of viewing room.

1.1.3. Instructions to viewers for quality tests

The following text should be the instructions given to subjects.
In this test, we ask you to evaluate the overall quality of the video material you see. We are interested in your opinion of the video quality of each scene. Please do not base your opinion on the content of the scene or the quality of the acting. Take into account the different aspects of the video quality and form your opinion based upon your total impression of the video quality.

Possible problems in quality include:

· poor, or inconsistent, reproduction of detail;

· poor reproduction of colors, brightness, or depth;

· poor reproduction of motion; 

· imperfections, such as false patterns, blocks, or “snow”.

In judging the overall quality of the presentations, we ask you to use a judgment scale like the sample shown in Figure 2.


Figure 2.  Sample quality scale.

A judgment scale is a continuous vertical line that is divided into five segments. As a guide, the adjectives “excellent”, “good”, “fair”, “poor”, and “bad” have been aligned with the five segments of the scale. You are asked to place the cursor at the point on the scale that best corresponds to your judgment of the quality of the presentation.

You may make your mark at any point on the scale that most precisely represents your judgment, at each instant. When you estimate that the quality has changed, you have to change the cursor position to evaluate the instantaneous quality.

1.1.4. Viewers

A minimum of 20-25 non-expert viewers should be used. The term non-expert is used in the sense that the occupation of the viewer does not involve television picture quality and they are not experienced assessors. All viewers will be screened prior to participation for the following:

· normal (20/40) visual acuity or corrective glasses (per Snellen test or equivalent)

· normal contrast sensitivity (<<XXX>>TBD)

· normal color vision (per Ishihara test or equivalent)

· sufficient familiarity with language to comprehend instructions and to provide valid responses using semantic judgment terms expressed in that language.

The results will be checked for completeness first. An observer is discarded if their votes exceed two standard deviations from part to part of the mean during more than 20% of time. Additionally, observers will be screened after the test as specified in sec. 2.3.2 of appendix 2 of Annex 1 of recommendation ITU-R BT 500-10.

Viable results of at least 15 viewers are required. Consequently, an additional test is necessary if the number of viewers is reduced to less than 15 as a result of the screening.

1.2. Data format

1.2.1. Results data format

Depending on the facility conducting the evaluations, data entries may vary, however the structure of the resulting data should be consistent among laboratories. An ASCII format data file should be produced with certain header information followed by relevant data. Files should conform to ITU-R Recommendation BT 500-10, Annex 3.

In order to preserve the way in which data is captured, one file will be created with the following information:

	Test name:                             tape number:

Vote type:    SSCQE
Lab number:

Viewer number:

Votes number:

Min number:

Max number:

Presentation:                  Test condition:                    Program segment:

	Time Code
	Subject Number 1’s opinion
	Subject Number 2’s opinion
	Subject Number 3’s opinion

	00:00:00:00
	…
	…
	…

	00:00:00:12
	…
	…
	…


All these files should have the extension: .dat and should be in ASCII format.

1.2.2. Subject data format

The purpose of this file is to contain all information pertaining to individual subjects who participate in the evaluation. The structure of the file should be the following:

	Lab Number
	Subject Number
	Month
	Day
	Year
	Age
	Gender*

	1
	1
	07
	15
	2000
	32
	1

	1
	2
	07
	15
	2000
	25
	2



*Gender where 1=Male, 2=Female

1.2.3. Data analysis

Analysis should be performed by the Independent Labs Group (ILG), and verified by proponents.

The data analysis for the subjective test results will include some or all of the following:

· Spearman’s Correlation Coefficient

· Ranked Correlation Coefficient

· RMS error

· Weighted RMS Error

· Some other non parametric method

· ANOVA: Analysis of Variance - an inferential statistical technique used to compare differences between two or more groups with the purpose of making a decision that the independent variable influenced the dependent variable.

· Mixed Effects Models – these models provide a powerful and flexible tool for the analysis of balanced and unbalanced grouped data. 

The high 50 Hz and 60 Hz comparison should be carried out using ANOVA to examine contextual effect due to separating the test and the effects of “viewers group” should be examined.

2.  Sequence processing and data formats

2.1. Sequence processing overview


Figure 3.  Testing procedure overview.

1. 8 program segments (PS) are edited on to one tape. Care
 is taken that amplitudes and levels are correct. One set of color bars is included as a leader to the tape. This produces PS A0 through H0.

2. Video from the A0-H0 tape is passed through 10 HRC. Care is taken that amplitudes and levels are correct. One set of color bars is included as a leader to each tape. This produces 10 tapes with PS 
A1 through H1, A2 through H2, … , A10 through H10.

3. The 11 tapes are sources for production of the test session tapes (TS).  This produces X tapes with Y PS on each tape using A0 through H10. One set of color bars is included as a leader to each tape for viewing monitor setup.

4. The A0 through H0 tape is used for production of the reference tapes (RT, system source). This produces X tapes with Y PS on each tape using A0 through H0 (A1 through H10 are not used) in the same combination as the TS tapes. One set of color bars is included as a leader to each tape.

5. RT tapes are used in Objective Model Part 1. TS tapes are used in Objective Model Part 2. The reduced reference channel is bi-directional. Models may use the color bars to insure their inputs are the correct level from the VTR playback. Use of one or both results is to be determined.

2.2. Test materials

2.2.1. Selection of test material

The ILG should choose several segments to produce a 45 minute test representative of a common television program.

Proposition for selected segments:

	Segment number
	Duration
	Gender
	Characteristics

	1
	5 minutes
	Sports (football, basketball...)
	Fast motion

	2
	5 minutes
	Winter sports (skating, skiing …)
	High contrast pictures

	3
	5 minutes
	News speaker
	Almost no motion pictures

	4
	5 minutes
	B grade movie
	Various motion

	5
	5 minutes
	Break for commercials
	High speed motion

	6
	5 minutes
	Movie with special effects
	Synthetic pictures

	7
	5 minutes
	Cartoon
	Synthetic pictures

	8
	5 minutes
	Television report
	Low motion and natural scenes

	9
	5 minutes
	TV Shopping
	Low motion


2.2.2. Hypothetical reference circuits (HRC)

The Hypothetical Reference Circuits are chosen to be representative of the most common practices in the field of digital TV broadcast networks, for each of 50 or 60 Hz frame rates. Two stages are taken into account : 

· The MPEG encoding of original video, and multiplexing, 

· The modulation stage for transmission purposes.


[image: image2.wmf]
Figure 4.  HRC generation chain

Although this chain appears simple, many configurations are possible. In order to limit the number of HRCs and the overall number of tests to be performed to a practical level, all combinations cannot be tested. Furthermore, the goal of these tests is to discriminate between the proposed models, not to study the impact of specific configurations on the perceived quality. As a consequence, the following directions should be adhered to:

1. Original digital signals are to be used. The problem of cascading MPEG codecs is not studied in this test.

2. At the encoding stage, a single encoding method should be chosen: 


· Three encoding bit rates are proposed: a high one (6 Mbit/s), a medium one (4 Mbit/s) and a low one (2 Mbit/s), plus variable bit rate achieved with statistical multiplexing. 

· The medium bit rate is used later. 

· Only one GOP structure is chosen for each frame rate (50/60 Hz). 


· Two pre-filtering options are allowed, either 704 or 528 pixels/line.

3. At the transmission stage, many configurations and noises are possible. 


· Considering that all noises produce bit errors of varying lengths, only one modulation scheme should be retained. The 64‑QAM (DVB‑C) is a good candidate because the noise range from an error free output to no output at all at the receiver-decoder is wider than with other modulations (QPSK for example). 


· Several types of bit errors can be produced using two cases of white noise, and one case of impulse noise. 

4. At the receiving and decoding (IRD) stage, only one decoder should be selected. However, the output signal can be either digital (4:2:2 CCIR 601) or analogue (PAL/NTSC).

The HRCs (625 and 525) are numbered “x.y” depending on the encoding and transmission configuration, respectively. The number “0” corresponds to the reference or optimal case.

	
	Encoder

	Transmission
	Decod. 

	

	HRC No.
	Bit rate

[Mbit/s]
	H Res.
	Mod.
	Distortion
	Output
	Comments

	0.0
	-
	Full
	-
	-
	601
	Original test signals

	1.0
	2
	704
	64‑QAM
	(Q.E.F
)
	601
	Low bit rate, QEF

	2.0
	4
	704
	64‑QAM
	(Q.E.F)
	601
	Medium bit rate, QEF

	3.0
	4
	528
	64‑QAM
	(Q.E.F)
	601
	Prefiltering influence

	4.0
	4
	704
	64‑QAM
	(Q.E.F)
	PAL /

NTSC
	Analogue output influence

	5.0
	6
	704
	64‑QAM
	(Q.E.F)
	601
	Higher bit rate, QEF

	6.0
	[1.5..8]

	704
	64‑QAM
	(Q.E.F)
	601
	Variable bitrate, statistical multiplexing

	2.1
	4
	704
	64‑QAM
	WB noise (level 1)
	601
	Low level of transmission impairment

	2.2
	4
	704
	64‑QAM
	WB noise (level 2)
	601
	High level of transmission impairment

	2.3
	4
	704
	64‑QAM
	Impulsive noise 
	601
	Impulsive transmission impairment

	3.1
	4
	528
	64‑QAM
	WB noise (level 1)
	601
	Low level of transmission impairment


In order to generate the HRCs efficiently, the multiplexing capabilities of MPEG can be used. To that end, the HRCs that do not include transmission impairments can be multiplexed into a single Transport Stream. Then, the selected transmission configurations will be applied to this transport stream. In this way, the HRCs will be applied to all the original material (30 min) in 6+4 operations instead of 6(4. Each processed video segment will be identified in the following way: [seg. No “s”].[HRC No. “x.y”].

The 6(4 signals from the HRCs will be decoded and recorded on D‑1 tapes. Alternatively, the Transport Stream may be recorded for the models that require this signal as input, but the recording means are to be defined.

Since the SSCQE evaluation method requires long duration sequences, assessing the whole material (6(4 sequences) for all HRCs could be very long. Thus, the test sequence will contain several HRCs applied only to a subset of the original sequence. The minimal length of an HRC is the segment length. The test sequences will be produced by video editing. 

2.2.3. Segmentation of test material

The test video sequences will be in ITU Recommendation 601-2 4:2:2 component video format as described in SMPTE 125M, and recorded on D1 tapes. This may be in either 525/60 or 625/50 line formats. The temporal ordering of fields F1 and F2 will be described below with the field containing line 1 of (stored) video referred to as the Top-Field.

Video Data storage:

A LINE: of video consists of 1440 8-bit (byte) data fields in multiplexed order: Cb Y Cr [Y]. Hence there are 720 Y, 360 Cb and 360 Cr bytes per line of video.

A FRAME: of video consists of 486 active lines for 525/60 Hz material and 576 active lines for 625/50 Hz material. Each frame consists of two interlaced Fields, F1 and F2. The temporal ordering of F1 and F2 can be easily confused due to cropping and so it is constrained as follows:

For 525/60 material: F1--the Top-Field-- (containing line 1 of FILE storage) is temporally LATER (than field F2). F1 and F2 are stored interlaced.

For 625/50 material: F1--the Top-Field-- is temporally EARLIER than F2.

The Frame SIZE:

for 525/60 is: 699840 bytes/frame,

for 625/50 is: 829440 bytes/frame.

A FILE: is a contiguous byte stream composed of sequences of frames as described above. For example, a 10 second length video sequence will have total byte counts:

for 525/60 : 300 frames = 209,952,000 bytes/sequence,

for 625/50 : 250 frames = 207,360,000 bytes/sequence.

Multiplex structure: Cb Y Cr [Y] ...  1440 bytes/line

720  Y/line

360 Cb/line

360 Cr/line

Format summary:

	
	-- 525/60 --
	-- 625/50 --

	active lines
	486
	576

	frame size (bytes)
	699840
	829440

	fields/sec (Hz)
	60
	50

	Top-Field (F1)
	LATER
	EARLIER


Alternatively, the test video sequences can be provided as a Transport Stream file, only for the “No Reference” models. However, since the editing of Transport Streams is not as straightforward as video, it remains to be decided how the models that require a Transport Stream input can be compared to the others. <<XXX>>

2.2.4. Distribution of tests over facilities

Each test tape will be assigned a number so tracking of which facility conducts which test may be facilitated. The tape number will be inserted directly into the data file so that the data is linked to one test tape.

2.2.5. Processing and editing sequences

<<XXX>>Objective models will take two Rec. 601 digital video sequences as input, referred to as Source and Processed, with the goal of predicting the quality difference between the Source and Processed sequences. The video sequences will be in either 625/50 or 525/60 format. The choice of HRC’s and Processing will assure that the following operations do not occur between Source and Processed sequence pairs:

· Picture cropping greater than 10 pixels 

· Chroma/luma differential timing

· Picture jitter

· Spatial scaling (size change)

The sequences required for testing will be produced based on the block diagram shown in Figure 5.  A Rec. 601 Source component will be passed through an MPEG-2 encoder at the various HRC’s with the processed sequences recorded on a D1/D5 VTR. The final Transport Stream will also be recorded 


Figure 5.  Source and Sequences processing

The source sequence is the MPEG-2 decoded sequence edited on D1 test tapes.

The processed sequences are then edited onto D1 test tapes using edit decision lists leading to the repartition of impairments, distributed to each test facility for use in subjective testing sessions.


Figure 6.  Edit processing

2.2.6. Randomization

The randomization process will make sure that several HRCs will be representative of actual, in service, broadcasting conditions. This stage must also choose the HRC-impaired segments that will compose the test sequences.

2.2.7. Presentation structure of test material

Due to fatigue issues, the session is limited to a 30 minute viewing period. This will allow for maximum exposure and best use of any one viewer.

Votes are recorded starting 30 seconds after the beginning of each session.

2.3. Test sequence synchronization

No specific synchronization operation is allowed by inserting information on videotapes. Each model will have to cope with synchronization between reference data and processed video. The synchronization must be realized in a short time (less than 30 seconds), to ensure that the model is efficient in real time.

However, the synchronization process will not be evaluated in the model efficiency determination. In this perspective, the test sequences (both reduced reference data and processed video) will always start with a series of blank frames in order to let each model easily identify the first frame of the test sequence and effectively start the processing. This simple process can be used because different HRCs will be put in one test sequence. This will dramatically reduce the number of test sequences and the number of synchronizations required.

3.  Testing procedure

3.1. Model input and output data format

Model Part 1 input:


The model will be input the test tape in the final file format to be used in the test.

Model Part 1 output:


The model will record a reference data file, in ASCII format.

The amount of reference data file will be evaluated in order to estimate the bitrate of the reference data and consequently the class of the method (0, 10, 56 or 256 Kbits/s).

Model Part 2 input:

The model will be input one ASCII file of reference data,

And the processed tape in the final file format to be used in the test.

Model Part 2 output:

The output file is an ASCII file created by the model program, listing the Time Code of the processed sequence, and the resulting predictive MOS (MOSp) of the model, with a resolution of 2 samples per second.

The first line of the ASCII file should contain the following string: <processed filename>

Each line of the ASCII file has the following format: 

TimeCode
MOSp

MOV1

MOV2
….
MOVN
Where <processed filename> is the name of the processed sequence run through this model, without any path information, and MOSp is the video quality estimation produced by the objective model. Each proponent is also allowed to add Model Output Values (MOV) that the proponent considers to be important. Only results of MOSp calculations will be evaluated by comparative analysis.

3.2. Submission of executable model

The objective model should be capable of receiving as input the source sequence described in part 1, and the processed sequence corresponding to part 2, with the reduced reference data file. Based on this information, it must provide one unique figure of merit that estimates the subjective assessment value (MOSp) of the processed material.

The objective model must be effective in evaluating the performance of block-based coding schemes (such as MPEG-2) in a range of bitrates between 2 Mbit/s and 10 Mbit/s on sequences with differing amounts of spatial and temporal information.

Proponents may submit up to 4 models, one for each of the bit rates given in the test plan (i.e., 0, 10 kbits/sec, 56 kbits/sec, 256 kbits/sec).

The submission(s) should include a written description of the model including fundamental principles and available test results in a fashion that does not violate the intellectual property rights of the proponent. In order to be coherent with ITU work, the proponent must be described in the manner specified by document 10-11Q/TEMP/28-R1.

The test tapes will be available in the final file format to be used in the test. MOS data for these tapes will be made available to proponents as soon as possible. 

Each proponent will submit an executable of the model(s). The executable version of the model must run correctly on one of the two computing environments listed here:

· SUN SPARC workstation running the Solaris 2.3 UNIX operating system (SUN OS 5.5). 

· WINDOWS NT Version 4.0 workstation.

Alternately, proponents may supply object code working on any of the computers of the independent lab(s) or on a machine supplied by the proponent.

IMPORTANT: tapes will be sent to proponents when the ILG is given ALL proponent’s models. No model will be accepted after tape distribution.

3.3. Results analysis

	1
	Each proponent receives processed video sequences. Each proponent analyzes all the video sequences and sends the results to the Independent Labs Group (ILG).

	2
	The independent lab(s) must have running in their lab the software provided by the proponents, see section 4.2. To reduce the workload on the independent lab(s), the independent lab(s) will verify a random sequence subset (about 20%) of all video sequences to verify that the software produces the same results as the proponents within an acceptable error of 0.1%. The random subset will be selected by the ILG and kept confidential.

	3
	If errors greater than 0.1% are found, then the independent lab and proponent lab will work together to analyze intermediate results and attempt to discover sources of errors. If processing and handling errors are ruled out, then the ILG will review the final and intermediate results and recommend further action.

	4
	The model output will be the MOSp data set calculated over the sequence. The MOSp values are expected to correlate with the Mean Opinion Scores (MOS) resulting from the VQEG’s subjective testing experiment.

	5
	The results as provided by the proponents and verified by the independent lab(s) will be analyzed to derive the evaluation metrics of section 4. These metrics are completely calculated by the ILG and verified by the proponents. The results will be reported anonymously to the outside world but identified by proponent to VQEG.


Figure 7.  Results analysis overview.

4.  Objective quality model evaluation criteria

4.1. Introduction to evaluation metrics

A number of attributes characterize the performance of an objective video quality model as an estimator of video picture quality in a variety of applications. These attributes are listed in the following sections as:

· Prediction Accuracy

· Prediction Monotonicity

· Prediction Consistency

This section lists a set of metrics to measure these attributes. The metrics are derived from the objective model outputs and the results from viewer subjective rating of the test sequences. Both objective and subjective tests will provide a single number (figure of merit) for each half second of the processed sequence that correlates with the video quality MOS of the processed sequence. It is presumed that the subjective results include mean ratings and error estimates that take into account differences within the viewer population and differences between multiple subjective testing labs.

The objective quality model evaluation should be done in 5 steps, as described below. Two main evaluations are proposed, one common evaluation, and a post processed evaluation. The post processed evaluation allows an increase in the number of evaluation criteria in a meaningful way. The quantized evaluation is often more relevant than other comparisons.


	1
	Data set verified by ILG.

	2
	Evaluation Metrics for the data set

	3
	Post processing : quantization

	4
	Evaluation Metrics for the quantized data set

	5
	Diagnostic


Figure 8.  Objective quality model evaluation.

Evaluation metrics are described below and several metrics are computed to develop a set of comparison criteria. Furthermore, the data set should not be shared to keep information secure. Thus, if a proponent wanted to share the data set to distinguish several reduced reference bitrate categories, or other specific aspects, it will have to be discussed before the data analysis starts. The data set parts will have to be large enough to allow relevant statistical analysis (at least 600 MOS corresponding to one segment). Finally, all data parts will be size equivalent, and have the same standard deviation, to be compared each other.
Summary of evaluation criteria:

	Common criteria
	Criteria for quantized data

	Metric 1
	95 % confidence interval
	Metric 1
	95 % confidence interval

	Metric 2
	Root mean square error
	Metric 2
	Root mean square error

	Metric 3
	Pearson linear correlation
	Metric 3
	Spearman Rank order correlation

	Metric 4
	Outlier ratio
	Metric 4
	Outlier ratio

	Metric 5
	Kurtosis
	Metric 5
	Kurtosis

	
	
	Metric 6
	Kappa coefficient


4.2. Post processing: quantization

In order to simplify the comparison between several models, and to reduce the amount of data to meaningful amounts, it is proposed to compute a quantization in 5 classes of both MOS and MOSp. The 5-class quantization allows an interpretation of MOS values with the judgment scale used for tests (see Figure 3. ). Indeed, using the standard range of [0-100], it becomes very difficult to interpret MOS values. For example, What is the difference between an MOS equal to 85 or 83? Is this a significant difference? For broadcast applications, it is nonsensical and useless to keep such accurate results. The quantized data allows for the combination of a high enough level of comprehension and an easier comparison between several models.

The quantization process changes the way that results must be interpreted. Thus, the quantization allows models to be less accurate in the initial range of [0-100], because the value is replaced by the class representative value. However, once quantization is reached, the comparison becomes easier and more relevant. Indeed, the error between MOS and MOSp is replaced by the class error, a more relevant and easier to interpret value. Difference between two models will be more visible, because class differences are more distinct. Metrics relative to comparison between MOS and MOSp must be changed as well. For example, the Pearson linear correlation would be lower with quantized data, and inefficient because of not enough reached values. So, this metric won’t be used for quantized data, and will be replaced by more adapted techniques (see 5.3).

The quantization should be computed first by the optimum mean square quantizer method over the MOS values (see Annex for quantization method). So, the quantization method gives the 5 representative values of the data set, and the associated codebook. Classically, MOS class 5 corresponds to the best quality, and MOS class 1 to the worst quality. Thus, MOSp are quantized by replacing each value by the closest representative determined before.

The MOS quantization process should be performed by the ILG, and the codebook given to proponents as soon as possible. The MOSp quantization should be done by each proponent and verified by the ILG.

4.3. Evaluation Metrics

This section lists the evaluation metrics to be calculated on the subjective and objective data. Once the nonlinear transformation of section 5.2 has been applied to subjective and objective data, the objective model prediction performance is then evaluated by computing various metrics on the actual sets of data.

The set of differences between measured and predicted MOS is defined as the quality-error set Qerror[]:


Qerror[i] = MOS[i] – MOSp[i] 

Where the index i refers to a Time Code of the processed video sequence.

4.3.1. Metrics relating to Prediction Accuracy of a model

Metric 1:
The 95% inverse-confidence interval-weighted root-mean-square error of the error set Qerror[].




[image: image3.wmf]
with CONF[i] = 95% confidence interval for the ith point (of N points). The constant factor of 0,5 is added to stabilize the calculation for cases of very small confidence interval.

Metric 2:
The simple root-mean-square error of the error set Qerror[].




[image: image4.wmf]
Note: The usual Pearson linear correlation coefficient between MOSp and MOS will not be used for quantized data due to the large amount of data where the Pearson correlation becomes inefficient. Instead, the Spearman rank order correlation will be used, which is well adapted for quantized data.

4.3.2. Metrics relating to Prediction Monotonicity of a model

Metric 3: 


For quantized data: Spearman rank order correlation coefficient between MOSp and MOS.

Therefore, results obtain with this metric must be interpreted carefully. Thus, there is a lot of data and only 5 possible values, so there is a very large amount of ex-æquo ???<<XXX>>. When the ex-æquo proportion is too large, the metric becomes less efficient; so the results can’t be considered alone. This metric has to be taken into account with regard of others metrics.


For classical data: Pearson linear correlation between MOS and MOSp.

4.3.3. Metrics relating to Prediction Consistency of a model

Metric 4: 
Outlier Ratio of “outlier-points” to total points N. 



Outlier Ratio = (total number of outliers)/N

where an outlier is a point for which: ABS[ Qerror[i] ] > 2*MOSStandardError[i]. 

Twice the MOS Standard Error is used as the threshold for defining an outlier point. 

Metric 5:
The Kurtosis of the error distribution Qerror[]:




[image: image5.wmf]
Where ( is the standard deviation of the error set Qerror[]

The Kurtosis measures the relative spread of the model’s error distribution with respect to its standard deviation. The –3 term is classically introduced into the definition to compare the measured distribution to that of a normal distribution. A normal distribution has Kurtosis = 0, while a distribution with a shape broader than a normal distribution has a Kurtosis > 0. 

4.3.4. Metrics relating to agreement
Metric 6:
The Kappa coefficient.



(=
[image: image6.wmf]
Where ƒo is the observed number of agreement between MOS and MOSp for each of the 5 MOS class, and ƒE is the number of agreement due to coincidence (can be computed by the product of the number of MOS and MOSp for a given class, divided by N).

	
	MOS 1
	MOS 2
	MOS 3
	MOS 4
	MOS 5
	Total

	MOSp 1
	ƒo(1)
	
	
	
	
	Tp 1

	MOSp 2
	
	ƒo(2)
	
	
	
	Tp 2

	MOSp 3
	
	
	ƒo(3)
	
	
	Tp 3

	MOSp 4
	
	
	
	ƒo(4)
	
	Tp 4

	MOSp 5
	
	
	
	
	ƒo(5)
	Tp 5

	Total
	T 1
	T 2
	T 3
	T 4
	T 5
	N


Where Ti = #MOSi and Tpi = #MOSpi.

and, ƒE(i)= (Ti(Tpi)/N.

So, the Kappa is a metric of agreement, and is not influenced by coincidence. Thus, K values are between –1 and 1, but do not have to be interpreted as a correlation coefficient. K values are lower than correlation, and a value around 0.4 indicates that the method is efficient.

If these metrics will not allow model efficiency to be distinguished, it is possible to introduce a 7th metric as a false alarm rate. Indeed, it is possible to compute how many times the model gives a wrong estimation of the MOS class, and so on, to identify the most robust model.

4.4. Generalizability

Generalizability is the ability of a model to perform reliably over a very broad range of video content. This is a critical selection factor given the very wide variety of content found in real applications. There is no specific metric that is specific to generalizability, so this objective testing procedure requires the selection of as broad a set of representative test sequences as is possible. The test sequences and specific HRC’s will be selected by the members of VQEG and should ensure broad coverage of typical content (spatial detail, motion complexity, color, etc.) and typical video processing conditions. The breadth of the test set will determine how well the generalizability of the models is tested. At least 20 different scenes are recommended as a minimum set of test sequences. It is suggested that some quantitative measures (e.g., criticality, spatial and temporal energy) should be used in the selection of the test sequences to verify the diversity of the test set.

4.5. Complexity

The performance of a model as measured by the above Metrics #1-6 will be used as the primary basis for model recommendation. If several models are similar in performance, then the VQEG may choose to take model reference data bit rate into account in formulating their recommendations. For similar performance, the smaller reference data bit rate will be recommended. Thus, if reference data bitrates are not discriminating enough, a model comparison should be done within each module defined in ITU document 10-11Q/TEMP/28-R1.

5. Calendar and actions 

	Due date
	Action
	Who

	May-June 2001
	Test plan final version
	TDF-C2R

	August 2001
	Sequence processing
	To be defined

	October 2001
	Subjective tests
	To be defined

	January 2002
	Subjective data analysis
	To be defined

	April 2002
	Submission of executable models
	All proponents

	June 2002
	Objective data analysis

Final report edition
	To be defined

To be defined

	August 2002
	Final report.
	All proponents


6.  Recommendation

The VQEG will recommend methods of objective video quality assessment based on the primary evaluation metrics defined in section 4. The Study Groups involved (ITU-T SG 12, ITU-T SG 9, and ITU-R SG 11) will make the final decision(s) on ITU Recommendations.

It is expected that an important measure of model acceptability, and the strength of the recommendation, will be the relative comparison of model rating errors compared to rating errors between different groups of subjective viewers. The selection procedure will require subjective rating cross-correlation data from the SSCQE experiments to estimate individual and population rating variances. This may require both duplication of sequences across different subjective testing labs and duplication of sequences within any one subjective test experiment.

If the metrics of section 5 are insufficient for developing a recommendation, then reference data bit rate may be used as a further criterion for evaluation. The preference is one recommended model, but multiple models are possible. If the VQEG concludes that a significantly improved recommended model can be developed from some combination of the proposed objective quality models, then this activity falls outside the scope of this plan and the VQEG may charter a follow-on task to address this activity.
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8. Annex: Optimum mean square quantization method.

The principal goal of quantizer design is to select the reproduction levels and the partition regions or cells so as to provide the minimum possible average distorsion for a fixed number of levels N (here N = 5). Effective algorithms are available, like the Lloyd one, which is proposed below. More explicitly, for the average (mean square) distorsion measure, the goal, as usually stated, is to find the output points yi and partition cells Ri that minimize


D = 
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Where ƒX is the pdf (probability density function) of the random variable X.

Specifically, the Lloyd algorithm is applied to the design of a quantizer for the empirical distribution, that is the distribution of the set of observations. Here, the set of observations is the MOS data set.

The key to this iterative algorithm is a mapping that converts a given codebook into a new and improved codebook. The design algorithm begins with an initial codebook and repeats this mapping until a suitable stopping criterion is satisfied. The codebook improvement mapping is the basic iteration of the algorithm.

8.1. The Lloyd Iteration for codebook improvement

(a) Given a codebook Cm = {yi }, find the optimal partition into quantization cells, that is, use the nearest neighbor condition to form the nearest neighbor cells:

Ri = {x : d(x,yi) ( d(x,yj); all j ( i }

(b) Using the centroid (or center of mass) condition, find Cm+1, the optimal reproduction alphabet (codebook) for the cells just found.

The basic form of the Lloyd iteration assumes that the input pdf is known in order to compute the centroids (a sample distribution based on empirical observations is used instead of pdf to generate the improved codebook). Figure 9. Illustrates the Lloyd iteration and indicates the dependence of the mapping on the specified pdf.


Figure 9.  Flow chart of the Lloyd iteration for codebook improvement

8.2. The Lloyd algorithm

Step 1.
Begin with an initial codebook C1. Set m = 1.

Step 2.
Given the codebook, Cm, perform the Lloyd Iteration to generate the improved codebook Cm+1.

Step 3.
Compute the average distorsion for Cm+1. If it has changed by a small enough amount since the last iteration, stop. Otherwise set m+1 ( m and go to Step2.

The initial codebook may have the lattice pattern of a uniform quantizer or it may be a reasonable codebook that has N points roughly represent the range of values taken on by the input.
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� VQEG Test Plan, Phase I final report <<XXX correct>>


� This number applies to CRT displays, whereas the appropriate numbers for other displays are under study.


� Care means that the gain and offset of the video shall be adjusted to an accuracy of 2% (<<XXX>>5%?) of full amplitude either by adjustment within the HRC/VTR or by an external processing amplifier.





� (mp@ml), N=12, M=3 (625), N=15, M=3 (525)


� One single decoder.


� Quasi-Error Free


� x 7 MuxStat
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